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ABSTRACT
Execution time of parallel applications depends on the balanced
execution and synchronization of all its processes. However, most
interconnects exhibit significant throughput unfairness, introduc-
ing load unbalance. At high loads, such unfairness significantly
degrades the performance of some nodes, and eventually the whole
system. Different strategies have been developed to guarantee net-
work fairness, fundamentally based on two different approaches:
traffic prioritization in the network switches or injection throttling
at the source. This work qualitatively and quantitatively compares
two fairness mechanisms which are representative of these two
types of explicit fairness strategies: Age arbitration, which priori-
tizes old packets in transit, and the SAT injection protocol, which
throttles traffic to provide even access to all nodes. Multiple syn-
thetic traffic patterns as well as parallel application loads at different
transmission rates are considered in the evaluation.

Our research identifies key limitations of each fairness mecha-
nism: a realistic implementation of Age arbitration fails to achieve
perfect fairness due to a delayed assignment of packet timestamps,
while SAT may restrict maximum throughput when it is not nec-
essary to do so. Both mechanisms do not hinder performance at
low loads, and improve throughtput fairness at congested loads.
With real applications, performance improvements up to 14.2% are
observed, with SAT being particularly efficient at high loads.
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Figure 1: Unfairness in a network using round-robin arbitra-
tion. When all nodes send traffic to P0, P1 gets half of the
bandwidth.

1 INTRODUCTION
The performance of a parallel system depends on the balanced
execution and synchronization of all its processes. This balanced
execution relies on each process experiencing a similar access to
the system resources; that balanced access to system resources is
denoted fairness.

In a fair network, nodes that have similar communication de-
mands should experience the same throughput. For example, if 4
nodes send packets to the same destination at full rate, as shown in
Figure 1, each of them should get 25% of the bandwidth. We should
note that locally-fair router arbitration mechanism does not result
in a globally fair scheduling [3]. In the example above, P1, as is
closest to the destination node, gets half of the available bandwidth,
P2 gets 1/4 of the bandwidth and P2 and P3 get 1/8. In a large
network, throughput differences between nodes could be large. In
fact, reporting only average performance actually masks system
unfairness, which has been measured to be significant at heavy
loads in both direct and indirect INs [20]. Without a proper fair-
ness mechanism, the service received by different sources is highly
dependent on their network location, introducing an unbalance
which could reduce performance in parallel applications.

Fairness mechanisms is often implicit to congestion control
mechanisms that rely on variable-sized congestion windows, im-
plemented in a per-flow [21, 29] or per-node [1, 35] basis. However,
in many cases congestion control is not used in parallel applica-
tions for different reasons, among them: i) in practice, in situations
without victim flows, congestion control introduces performance
penalties [16]; ii) adaptive routing, which mitigates congestion is-
sues, also complicates the detection of collisions between flows;
and iii) by relying on topologies with full-bisection bandwidth,
some network technologies do not implement congestion control
mechanisms, such as the recent Bull BXI [13]. Finally, some pro-
posed congestion control mechanisms are orthogonal to the fairness
policy, such as RECN [14].
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In this paper, we study fairness mechanisms for Interconnection
Networks that are independent of congestion control. Overall, there
are two approaches to implement global fairness: modify switch
arbitration or throttle injection. The first approach deals with in-
transit traffic, modifying the allocation mechanism and exploiting
some type of global network information, but notmodifying the traf-
fic sources. Age-based arbitration [12], which has been employed in
Cray XC series [3], is representative of this class of mechanisms and
is often used as an ideal reference or network fairness. The second
approach throttles injection at the sources, without requiring mod-
ifications of the network devices. The SAT distributed mechanism,
originally proposed for LAN ring networks [11] and later extended
to different topologies such as meshes, torus [19] and fat-trees [20],
is a representative of this case. It implements perfectly balanced
injection throttling by relying on a control signal (denoted SAT)
which circulates among the network nodes.

This paper evaluates these two approaches in terms of (1) how
they provide network fairness and (2) what is the impact on network
fairness on parallel application performance using MPI traces from
the NAS Parallel Benchmarks [8]). Both adaptive and oblivious
routing algorithms are considered for each network scenario. In
particular, the main contributions of this work are:

• Unfairness is evaluated for a range of topologies, routing
mechanisms and traffic patterns.

• We identify the main limitations of Age arbitration and SAT.
In particular, a realistic implementation of Age-arbitration
using bounded queues fails to provide throughput fairness
due to delayed assignment of timestamps when the network
is in saturation. By contrast, SAT reduces average throughput
when it refrains some nodes unnecessarily if their traffic does
not collide with other congested flows.

• SAT and Age are thoroughly evaluated in under both syn-
thetic loads and traces of real applications. Results con-
firm that the modified arbitration provides higher average
throughput and the injection throttling policy is more fair.
The impact on real applications is moderate, but performance
improvements up to 14.2% are observed on specific applica-
tions, particularly when using fast computing nodes.

The rest of this paper is structured as follows: Section 2 intro-
duces the SAT and Age mechanisms. Section 3 describes our evalua-
tion methodology and simulation environment. Section 4 evaluates
evaluates the tuning parameters, limitations and fairness levels of
the two selected mechanisms. Section 5 measures the impact of
both mechanisms on system performance. Section 6 reviews related
work, and Section 7 concludes the paper.

2 FAIRNESS MECHANISMS
This section introduces the two fairness mechanisms evaluated
for Interconnection Networks, SAT and Age, representative of the
two approaches to implement network fairness in edge or network
devices respectively.

2.1 The SATisfied Global Fairness Protocol
The SAT protocol balances the number of packets sent by each
node by using a control signal, called SAT, that circulates among

the network. A SAT interval 𝑇𝑆𝐴𝑇 is defined as the (variable) time
between consecutive receptions of the SAT signal on the same node.

The injection policy is implemented using two thresholds 𝑘
and 𝑙 , with 𝑘 ≥ 𝑙 , which represent the maximum and minimum
number of packets sent by active nodes during each interval 𝑇𝑆𝐴𝑇 ;
these parameters could be also specified in bytes for different-sized
packets. The policy is formally specified at the network interface
by the following conditions:

- Send Packet Condition: A packet at the head of the injection
queue only proceeds if its injection count is < 𝑘 .

- Forward SAT Condition: A node forwards SAT if its injection
buffer is empty or its injection count is ≥ 𝑙 . Otherwise, it holds SAT
until one of these conditions holds.

Each NIC resets its injection count when it forwards SAT, which
can be seen as a credit signal that allows the NIC to inject up to 𝑘
packets. The SAT mechanism works because starved nodes retain
the SAT signal, increasing the interval time𝑇𝑆𝐴𝑇 and making other
nodes reach their 𝑘 packet limit; as other nodes stop injecting, the
starved nodes eventually have their chance to inject 𝑙 packets. The
selection of values for 𝑙 and 𝑘 and their impact on performance
is evaluated in section 4.1. Note that 𝑘 and 𝑙 only have an effect
on nodes that have data on their injection buffer; nodes with low
injection rates are likely to be idle at some point during the SAT
interval, making them forward the signal.

2.2 Age-based arbitration
The Age-based arbitration mechanism (Age for short), employs
an oldest-first arbitration policy in each network router, using the
requesting packet’s injection timestamp as the age indicator. This
mechanism was initially proposed to provide latency fairness at
medium loads. However, at saturated loads it also eliminates the
parking-lot effect of a round-robin arbiter, as older packets have
higher priority regardless of their distance to the current router.

In order to assign the injection timestamp, a global clock coherent
along the network is assumed. While this is unrealistic, there are
approaches to approximate the ideal performance by using the
transit latency of each packet and coarser time granularity [3].
Such realistic approaches won’t be as fair as the ideal mechanism,
this should be taken into account when considering the comparison
of Age with SAT. Besides, section 4.2 identifies a further limitation
to Age derived from small injection buffer sizes.

3 SIMULATION INFRASTRUCTURE
This section describes the simulation environment and the network
configurations used to evaluate fairness. We employed FSIN [33],
a network simulator which models networks based on virtual cut-
through (VCT) flow control. The key simulation parameters and
network loads are shown in table 1.

Network topologies. Mesh and torus (k-ary n-cube) have been
traditionally used in parallel system networks and they are also
common in NoCs, since they allow for regular, tiled architectures,
using a simple layout and routing. Multidimensional meshes and
torus have been widely used in system-level HPC interconnection
networks, such as [4, 6, 10]. In these multi-dimensional networks
paths are typically longer, which can increase the parking-lot effect
presented in Figure 1. However, the application of SAT or Age to
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Table 1: Simulation parameters.

Parameter Value

Co
nfi

gu
ra
tio

n Topology Mesh, torus, fat-tree
Number of nodes 𝑁 64
Virtual channels 1 (fat-tree) / 2 (mesh, torus)

Packet size 16 phit
Injection queues size 24 packets
Transit queue size 4 packets (64 phits)

Traffic Pattern Description

Sy
nt
he
tic

Random uniform Equal probability to send to any node
Permutation Node sends to its pair (transpose, perfect shuffle)
Hot-region 75% uniform, 25% packets sent to {0, 𝑁 /8 − 1}
Hot-spot X % uniform, (1-X)% send to node 0

N
A
S Pseudo applications BT, SP, LU

kernels IS, CG, MG,FT

these topologies is independent of the number of dimensions, so
for simplicity we focus only on 2D systems.

We include an indirect topology, the fat-tree (or folded Clos), im-
plemented usingmultiple root nodes with constant-degree switches.
The fat-tree is built using a butterfly connection pattern between
each two contiguous levels. This topology is widely used at system
level.

Router model. We employ an input-buffered router model with
several virtual channels per input port and a two-phase allocator.
For meshes and torus networks, the router employs a 5 × 5 switch
and input queues with capacity for 64 phits.

The fat-tree implementation is modelled as a 4-ary n-tree, with
𝑛 the number of stages of switches and 𝑘 = 4 the number of links
going upward (or downward) from the switch. Our configuration
has no virtual channels. The network can use oblivious or adaptive
routing algorithm.

The routing function is either oblivious or adaptive. Adaptive
routing in meshes avoids deadlock using 2 VCs. For the torus net-
work, the routers use bubble flow control and the routing is either
dimensional-order-routing (DOR) in both channels or adaptive
in the second channel as in the adaptive bubble router [36]. In
the fat-tree, the oblivious implementation selects the upward path
depending on the source node, whereas downward path always
depends on the destination. Adaptive routing selects the output
port with more available link-level flow control credits [24].

Network workloads. We employ synthetic traffic or traces of ap-
plications to feed our simulator. For synthetic traffic, each node
is modeled as an independent traffic source, following a Bernoulli
distribution with a parameter that depends on the applied load. We
have chosen a range of well-known synthetic traffic patterns [12],
including two patterns that generate endpoint congestion, hot-
region and hot-spot, to emulate situations such as congestion in
the access to storage nodes. The simulator runs for a warm-up
period of 50,000 cycles, followed with a stationary period in which
5 batches are measured to verify that results are stable over time
and have statistical significance; each batch has 10 ∗ 𝑁 2 delivered
packets, for 𝑁 nodes in the network. Per-node throughput and the
different fairness metrics are obtained from this phase. We consider
min-to-average or individual node throughput to quantify fairness.

For real application loads we employMPI traces of the NAS Paral-
lel Benchmark programs [8], and measure the execution time of the
region of interest, which is the parallel section of each application.
We simulate all the pseudo applications (BT, SP, LU) and kernels (IS,
CG, MG, FT) from the NPB suite except for EP, which is embarrass-
ingly parallel so the network has a negligible impact. We use the
ExtraeMPI tracing tool [2] to obtain communication traces from the
NAS Parallel Benchmarks (NPB) 3.2 [8], using problem sizes A. The
traffic of these applications has been characterized in other works,
such as [25]. The FSIN simulator replays MPI traces, preserving
casual dependencies and taking into account the length of com-
putation phases between messages [31]. We implement collective
communications as a series of unicast messages (e.g., broadcast) or
a series of pairs of messages interchanged among different pairs
of nodes (e.g. all-to-all), which are common implementations in
networks without multicast support. Additionally, the simulated
processor frequency can be modified; a faster frequency shortens
computation phases, introducing more pressure in the interconnect.

4 TUNNING OF FAIRNESS MECHANISMS
This section considers the required tuning of each mechanism and
provides an initial evaluation of their characteristics and limitations.

4.1 Parameter configuration in SAT
SAT employs two parameters, 𝑙 and 𝑘 , which represent the mini-
mum and maximum number of packets sent during a SAT interval
𝑇𝑆𝐴𝑇 . Minimum values need to be assigned to 𝑙 and 𝑘 to prevent
degradation of the network average throughput. The values of these
parameters depend on the packet length 𝐿 (in phits), 𝑇𝑆𝐴𝑇 and the
average accepted load 𝐴 of the network without using SAT.

The parameter 𝑙 needs to be larger than the SAT interval (mea-
sured in packets) in a case without congestion, to prevent unnec-
essary injection restrictions. In a direct network the hamiltonian
path length 𝐻 equals the network size 𝑁 . If the injection buffer is
empty, the SAT signal is immediately forwarded to the next node;
otherwise, an additional cycle is required to check the injection
count and decide to hold/propagate the signal. Therefore, in a non-
saturated network of 𝑁 nodes, each node receives a SAT at least
every 𝐻 + 𝑁 cycles, simplifying to single-cycle link latency.

For an indirect 4-ary n-tree network, the length of its Hamilton-
ian path can be calculated using the following recursive relation:
𝐻 (0) = 0; 𝐻 (𝑛) = 8 + 4 × 𝐻 (𝑛 − 1)

Therefore, to reach an accepted load𝐴, we require to set the SAT
parameters as follows:

𝑘 ≥ 𝑙 ≥ 𝐴 × (𝐻 + 𝑁 )/𝐿
Since the expected accepted load 𝐴 for an application might

not be known in advance, we assume its maximum value 𝐴 = 1
phit/node/cycle. Using L = 16 phits, the minimum value 𝑙 is 8 for a
64-node direct network and 16 for the 64-node fat-tree. As many
global traffic patterns achieve peak loads in the 0.15-0.25% range,
setting 𝑙 to 8 is a quite conservative approach for most loads.

When a SAT signal arrives to a node with its counter equal to 𝑘 , it
resets the counter and allows the node to inject again. In saturation,
the injection queue is full, so this will result in a burst injection of up
to 𝑘 packets, followed by a non-injecting phase until the next SAT
signal arrives. The time between bursts allows for transit packets
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Figure 2: Timestamp assignment policies for Age: packet
generation time and router injection time.

to advance in their paths and be delivered to their destinations.
The larger 𝑙 , the longer it takes a node to be 𝑠𝑎𝑡𝑖𝑠 𝑓 𝑖𝑒𝑑 by sending
𝑙 packets and propagate the SAT, so the burst lasts longer and is
followed by a longer wait. Explicit rate control (or traffic pacing)
mechanisms such as [7, 9, 23] are useful to mitigate the problems of
traffic bursts. However, they make the network slower to respond
to changes in congestion [5] and in general it is better to adjust the
parameters to the network conditions. Thus, when 𝐴 is known we
should adjust 𝑙 to its lowest value.

The parameter 𝑘 determines the level of fairness. We consider
𝑘 = 𝑙 and𝑘 = 2𝑙 ; the first option forces all nodes to inject at the same
rate once saturation is reached, which results in the best minimum
throughput. The second option reduces fairness but increases peak
average throughput.

4.2 Age arbitration with realistic NIC buffers
There are two alternatives for the instant of timestamp assignment
in Age, as illustrated in Figure 2:

(1) Router injection time: From the point of view of the network,
a packet is injected when it moves from the queue of the
network interface card (NIC) of the computing node into the
router’s injection port.

(2) Generation time: from the point of view of the thread, a packet
is injected when it is first queued at the computing node’s
NIC. This implementation accounts for the time a packet
waits at the NIC, which could be significant at congested
levels.

Lee et al [27] used the Booksim simulator [22] to show that
Age arbitration avoids throughput imbalance between traffic flows
and improves network stability in a mesh with XY (DOR) routing.
Booksim employs an individual injection clock per node that runs
behind the simulated clock time. This artifact is used to emulate an
infinite NIC injection queue that provides an ideal global ordering
between all packets that are sent on the network. The fairness
evaluation in this study uses an injection queue with finite capacity.

We modified the Booksim simulator to support three models for
timestamp assignment: router injection time (inj_time), realistic
packet generation time (𝑔𝑒𝑛_𝑞𝑥 , NIC injection time using a limited
capacity of x packets in the NIC queue), and ideal generation time
(gen_𝑞∞, ideal NIC injection time with an unlimited capacity).

We have measured the impact of the previous parameters in
node throughput using an 8× 8 oblivious mesh under the transpose
permutation pattern. This pathological pattern generates conges-
tion among the nodes in the same row, as presented in Figure 3a.
Figure 3b shows the node throughput achieved by the nodes of
row 0, all of which communicate with nodes in column 0. The ideal

(a) Transpose traffic sent to row 0.
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(b) Peak throughput at full load for nodes in row 0

Figure 3: Transpose traffic pattern: (a) under XY routing, all
nodes in row 0 compete for the bandwidth of a single link
and (b) node throughput for the nodes of that first row with
Age and round-robin arbitration.

Table 2: Minimum node throughput (phits/cycle) obtained
under Age with different timestamp selection mechanisms
on a 8x8 oblivious mesh.

Traffic Age arbitration
Pattern Ideal (𝑔𝑒𝑛 − 𝑞∞) 𝑔𝑒𝑛 − 𝑞24 𝑖𝑛 𝑗 .𝑡𝑖𝑚𝑒

Uniform 0.4073 0.3631 0.3323
Perfect shuffle 0.2377 0.1892 0.1061
Bit reversal 0.1392 0.1235 0.0867
Transpose 0.1416 0.1237 0.0867

implementation of Age-based arbitration (𝐴𝑔𝑒 − 𝑔𝑒𝑛_𝑞∞) results
in an even injection rate of 0.14 flits/cycle. When router injection
time (𝐴𝑔𝑒 − 𝑖𝑛 𝑗𝑒𝑐𝑡𝑖𝑜𝑛) is used, fairness decreases as nodes in less
congested areas inject at a faster rate. The minimum throughput
is then 0.087 flits/cycle for node 1, 38% less than the ideal 𝑔𝑒𝑛_𝑞∞.
Using generation time with realistic NIC queues (𝐴𝑔𝑒 − 𝑔𝑒𝑛_𝑞𝑥)
provides intermediate results. With a short queue the packets’ age
becomes closer to the router injection time; conversely, larger NIC’s
queues store older packets, increasing fairness.

Table 2 shows the same trends for other traffic patterns. Us-
ing injection time instead of generation time reduces minimum
throughput between 18% (random traffic) and 63% (perfect shuffle
permutation). Assuming a queue with capacity for 24 packets (q24),
the minimum throughput is reduced by 10-20% compared with the
ideal case 𝑞∞. In short, sustaining minimum throughput at high
loads requires large NIC’s queues.
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(a) 8 × 8mesh, oblivious routing.
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(b) 8 × 8 torus, oblivious routing.
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(c) 64−node fattree, oblivious routing.
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(d) 8 × 8mesh, adaptive routing.
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(e) 8 × 8 torus, adaptive routing.
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(f) 64−node fattree, adaptive routing.

Figure 4: Fairness (min/average throughput ratio) versus average node throughput in a 64-node network under a range of traffic
patterns.

5 IMPACT OF FAIRNESS ON SYSTEM
PERFORMANCE

In this section we evaluate and compare the impact of injection
throttling and age arbitration in system performance. We first iden-
tify the level of unfairness in different networks and routing mech-
anisms, identifying the mesh as the most unfair between the ones
under evaluation. Next, we evaluate the impact of the fairness
mechanisms at loads under saturation, under uniform or variable
synthetic traffic. Finallyt, we present two cases that emulate re-
alistic traffic: a situation with a single contended resource in the
network, and simulation of MPI traces of parallel applications.

5.1 Base fairness evaluation
This section compares average throughput and fairness of the base
case (round-robin arbitration, RR) and the SAT and Age mecha-
nisms, at maximum load. We employ a finite injection queue with
capacity for 24 packets and we select 𝑙 = 8 for SAT, with both
𝑘 = 𝑙 = 8 and 𝑘 = 2 · 𝑙 = 16. The ratio 𝑘/𝑙 limits the differences in
throughput, but for most traffic patterns increasing 𝑘 has only a
minor effect in fairness.

Figure 4 compares fairness (measured as themin/average through-
put ratio) versus average throughput under 5 network loads: uni-
form, hotregion and 3 permutation patterns (shuffle, bit-reversal and
transpose). Fair results fall close to the top of the figure, and higher
average throughput falls to the right.

In the base RR case (in black and white), except for pathological
cases commented later, the mesh topology suffers the largest un-
fairness under any traffic pattern, including uniform traffic. This

is due to its lack of node symmetry, which causes overloads in
its centre. The torus topology is regular, but under certain traffic
patterns (shuffle, bit-reversal and transpose) with oblivious routing,
the bubble-based deadlock avoidance mechanism generates patho-
logical starvation issues [36]. By contrast, the fat-tree suffers the
minimum unfairness. As expected, adaptive routing (Figures 4d-4f)
increases average throughput and in most cases also minimum
throughput, especially in the torus in Figure 4e where the previous
pathological effect is mitigated by path diversity. However, even
in absence of link failures, the three networks require a fairness
mechanism to provide throughput guarantees at heavy loads.

Both SAT and Age improve fairness, in most cases at the cost of
some reduction in average throughput. In general, Age provides
intermediate improvements, except in the pathological cases of
starvation in the oblivious torus which see no improvement. These
cases are avoided using SAT, because it throttles injection and al-
lows all nodes to send traffic, avoiding starvation. The fairness
improvement obtained with SAT depends on the parameters se-
lected; using 𝑙 = 𝑘 provides maximum fairness and all markers sit
in the top line. The configuration with 𝑘 = 2𝑙 reports lower fairness
but, in most cases, a slight improvement in average throughput.

Average throughput, considering the average of the five patterns,
decreases with the introduction of a fairness mechanism. In the
mesh and torus, which suffer the highes unfairness in the base RR
case, the reduction from using SAT ranges 4.8-20.4%, depending on
the case and the SAT parameters. The penalty of Age is negligible
under oblivious routing, and actually benefits (around 2%) under
adaptive routing. In the fat-tree, throughput decreases when using
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(b) Perfect-shuffle.

Figure 5: Maximum and average network latency in a 8 × 8
mesh network using different fairness mechanisms under
hot-region and Perfect-shuffle traffic.

oblivious routing but increases under adaptive routing. As an ex-
ample, with the transpose permutation pattern in adaptive mesh or
fat-tree, using any of the three fairness mechanism improves both
fairness and average throughput.

In general, the results in this section show that any network
topology presents unfairness and the considered mechanisms are
effective tomitigate it. The penalty in average throughput is, inmost
cases, moderate. The following section focuses in the most unfair
case of a mesh topology, evaluating the impact of both fairness
approaches on different scenarios and application performance.

5.2 Impact of fairness mechanisms at loads
below saturation

This section evaluates network latency at low/medium network
loads below saturation to verify that the fairness mechanisms do
not hinder performance. We run simulations with network load
from 0.02 to 1 phit/cycle. Figure 5 presents result for hot-region and
perfect-shuffle. For low/medium load, neither Age nor SAT hinder
average latency. The maximum packet latency for each fairness
policy is also shown; since network paths differ between flows,
average and maximum latency do not need to be equal in a fair
network. As expected, SAT shows the same values that the base
case at low loads (all nodes are satisfied). As the initial goal of Age
arbitration is to reduce the worst case latency, it is not surprising
to observe that Age reduces maximum latency by 10-30%.

The average latency at saturation of Age and the base RR case is
similar. In most traffic patterns, this latency is reduced with SAT, as
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Figure 6: Node throughput in an 8 × 8 mesh with uniform
traffic; Nodes 20 and 51 inject at full rate(1 phit/cycle).

throttling injection reduces network congestion. This is observed
for hot-region in Figure 5a, and occurs for the other patterns which
are not shown. By contrast, the perfect-shuffle pattern in Figure 5b
exhibits a long transition phase until all nodes saturate (from load
0.25 to 0.6), during which SAT latency is higher than the base case.

5.3 Fairness under variable node injection rates
In previous evaluations all network sources inject packets at the
same rate. However, realistic loads could have significant variations
in node’s injection rate [17]. In this subsection we consider two
variable injection rate workloads.

Workload 1. this load considers a mesh in which all nodes inject
traffic at the same given rate except two nodes (20 and 51) which
always generate packets at full rate. Figure 6 shows minimum,
average and maximum node throughput, with the variable injection
rate for the other nodes indicated in the X axis. When the network
load is low, nodes 20 and 51 can inject at high rates, as observed
in the maximum throughput, using the spare bandwidth that the
other sources do not need. For example, at 20% load these nodes are
injecting at 84%; at low loads all policies exhibit the same behaviour,
and neither SAT nor Age restrict throughput for those nodes.

Saturation occurs around 0.45 phits/cycle. At saturated loads,
SAT is themost effective policy tomaintainminimumnode through-
put (0.43 phits/cycle) and provide fairness, while both RR and Age
provide slightly higher average throughput at the cost of fairness.

At saturated loads, nodes 20 and 51 have their best throughput
with SAT, and suffer lower injection rates with round-robin (0.4
phits/cycle) and Age (0.35 phits/cycle). In the case of Age, unfairness
comes from the finite injection buffering described in Section 4.2.
SAT could provide a higher QoS level for those nodes, if needed, by
increasing parameter 𝑙 at their NIC; by contrast, RR or Age would
require additional mechanisms to provide variable QoS levels.

Workload 2. one third of the nodes inject at their maximum
rate, and the rest are set to a random value in the range (0, 1).
Figure 7 shows the offered load per node, the node throughput in
an 8 × 8 adaptive mesh under RR, and the impact of both fairness
mechanisms in node throughput. Under both Round-Robin and
Age arbitration, some nodes can inject at high rates, but this never
occurs near the centre of the mesh which is saturated. With SAT,
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Figure 7: Node variable injection rates, and individual node
throughput for round-robin (RR) base case, Age and SAT
fairness mechanisms.

throughput is evenly capped at the rate of the first node that sat-
urates, providing fairness but preventing outer nodes from using
any spare bandwidth as Age does.

Fairness cannot be reported in this test by the lowest minimum
node throughput, as some nodes present very low injection rates
because their needs are low. When we consider only saturated
nodes the minimum throughput of this set of nodes grows from
0.403 to 0.483 (20% more) when going from Age to SAT. By contrast,
SAT also caps maximum node throughput from 0.913 to 0.487.

The two experiments in this section confirm the intuitions from
previous sections: with variable injection rates, both fairness mech-
anisms have no significant impact on the nodes injecting below
saturation. Both mechanism improve over the base RR case; Age
obtains higher average throughput but fails to provide complete
fairness, while SAT obtains more fairness and can be tuned with the
parameter 𝑘 , but restricts throughput of some nodes which could
otherwise inject faster.

5.4 Fairness accessing a congested resource
Fairness in accessing a congested resource, for example to the I/O
node linked to storage resources in a data-intensive grid applica-
tion, is particularly relevant. This section analyzes the fairness on
accessing such congested resource by considering a network that
has a “hot” I/O node located at position 0. Wemodel this scenario by
making each node send a fixed percentage of its traffic load to node
0; the remaining traffic load follows a random uniform distribution.

Figure 8 shows the minimum and average node throughput at
full load with 0% (only uniform traffic) to 20% traffic to the hot node.
This traffic may correspond to requests from multiple applications
running concurrently, from a single parallel application, or from a
mixture of them. Average throughput drops quickly as the traffic
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(b) Adaptive mesh.

Figure 8: Average and minimum throughput as a function of
the amount of traffic sent to the hot network resource.

sent to the hot node increases. When adaptive routing is used
(Figure 8b), there is a significant improvement for the range 1-
3%, because the pressure is now spread over the -X and -Y input
channels. As observed in previous sections, Age improves minimum
throughput compared to RR, while SAT consistently provides the
best minimum node throughput.

Figure 9 depicts the bandwidth distribution per node (note the
different scales for each alternative). As expected, RR presents the
highest variability with nodes in row 0 getting the bulk of the I/O
bandwidth under oblivious routing; Age improves access to the
congested resource for nodes close to node 0 and SAT provides
complete equality. With adaptive routing, Age becomes quite un-
fair because congestion sets on the centre of the mesh and only the
nodes whose paths can avoid this centre get higher access to the I/O
node. By contrast, SAT gets very close to the ideal network, allocat-
ing 1/64th of the bandwidth to each node (0.0156 phits/cycle/node).

5.5 Execution time of parallel applications
Finally, we evaluate the fairness policies under the NAS parallel
benchmarks described in Section 3. We simulate an 8× 8mesh with
each processing node running at the same frequency as the refer-
ence machine in which the trace was obtained. We also simulate
the system with a frequency 4× faster and 4× slower to evaluate the
impact of traffic pressure on both fairness mechanisms. We focus
on adaptive routing with each of the three fairness models under
study, using 𝑙12𝑘12, 𝑙12𝑘18 and 𝑙12𝑘24 in SAT. The selection of
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Figure 9: Map of bandwidth accepted (in phits/cycle) for the
three network alternatives at 10% hotspot load. Left column
is for adaptive mesh and right column for oblivious mesh.

the parameter 𝑙 = 12 in this case is discussed later in Section 5.5.2;
omitted results with oblivious routing are similar.

We simulate a single parallel application at the time; fairness is
applied to the traffic of the 64 processes in the same application,
not between different applications. Fairness guarantees in Age
and SAT provide a similar network service for all of them, which
may contribute to reduce execution time. However, SAT restricts
injection, which can be disadvantageous when the waiting process
is in the critical path of the execution.

5.5.1 Performance. Figure 10 reflects execution time normalized
to the base RR case. With the base frequency in Figure 10b Age
improves performance from RR in almost all cases, except for MG.
SAT with 𝑙 = 𝑘 = 12 (darkest green) improves the performance
from the base RR cases in the pseudo-applications BT and SP. The
result of LU is almost unmodified since it is the application with
the lowest network load. In the kernels, by contrast, the results of
SAT are mixed: while there is a large performance improvement
in FT (speedup of 9.9%), the result in CG, IS and MG is negative.
On average, Age and SAT with 𝑙 = 𝑘 improve the execution time
in 1.64% and 1.01% respectively from RR. The use of 𝑘 > 𝑙 in SAT
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(a) 4× faster CPU frequency.
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(c) 4× slower CPU frequency.

Figure 10: Normalized execution time of different NPB bench-
marks, 8x8 adaptive mesh.

(lighter green bars) generally gets worse performance than 𝑙 = 𝑘 ,
except for IS. This suggests that the performance of this kernel
depends more on average throughput (increases with higher 𝑘) than
on network fairness (decreases with higher 𝑘). In fact, on average
the two configurations 𝑙12𝑘18 and 𝑙12𝑘24 report worse performance
than 𝑙12𝑘12 and RR. Selecting the optimal SAT parameters for each
application (SAT-l2-opt) is 1.19% faster than RR.

Figures 10a and 10c show results with different processing node
frequency. The response of Age in both cases is similar to the origi-
nal one. With 4× faster frequency, the network receives an average
higher load, and the benefit of the selective injection restriction
in SAT is higher. This is clear in cases such as BT, MG and SP. In
particular, BT presents a speedup of 14.2%. Again, using 𝑘 > 𝑙 is
counter-productive. In the fast case in Figure 10a, on average SAT
with 𝑙 = 𝑘 improves a 4.26% and a 2.48% in overall execution time
from RR and Age respectively. By contrast, the slow case in Fig-
ure 10c shows opposite results. When the network load is low, the
injection restriction from SAT increases execution time on average.
With 𝑙 = 𝑘 the slowdown from RR is a 1.71. In this case, using
𝑘 > 𝑙 is actually beneficial, since it reduces the level of injection
restriction for some nodes. This is especially clear in the changes
in BT, CG, IS and MG from the base case.
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In conclusion, providing fairness between the different processes
of a single application may benefit application performance, but it
is highly dependent on each specific application, showing improve-
ments up to 14.2% but also slowdowns. The injection restriction of
SAT is particularly beneficial for cases of high traffic pressure, and
in general using 𝑙 = 𝑘 reports better results than 𝑘 > 𝑙 .

5.5.2 Sensitivity to SAT parameters. Previous sections evaluate
the performance of SAT with an appropriate parameter 𝑙 according
to the minimums in Section 2.1. As discussed in Section 4.1, a
value of 𝑙 too large can increase the burstiness of traffic, decreasing
performance. This section evaluates the impact of such bursty traffic
on performance using parallel application traces.

Figure 11 shows normalized execution time varying 𝑙 , with the
base CPU frequency and 𝑙 = 𝑘 . Values 𝑙 < 8 (or even larger in MG)
show an increased execution time due to an excessive throttling
of injection, consistent with the condition 𝑙 ≥ 8 for an 8 × 8 mesh
in Section 2.1. The performance with 𝑙 in {12, 24} is relatively flat
(𝑙 = 12 is used for the evaluation in Section 5.5), but from values
around 𝑙 = 32 the average execution time clearly increases with 𝑙 .
Since SAT provides maximum fairness for any 𝑙 = 𝑘 , performance
changes are caused by the increased delays.

Overall, the in-depth evaluation in this section has shown that
SAT is superior to Age in terms of absolute fairness, while Age
provides better average throughput for most synthetic loads. Under
realistic application loads, moderate improvements are observed
with both mechanisms, with SAT being especially effective when
the network load is relatively high.

6 RELATEDWORK
In this paper we have explored the behavior of two basic explicit
fairness mechanisms. SAT has been considered representative of
mechanisms performing injection throttling. Similar approaches
have been incorporated into more elaborated control systems in
the datacenter, such as FastPath [34] or Explicit Priority Notifi-
cation [28]. These are centralized implementation relying on a
network controller, and have a flow-level granularity instead of per-
node injection throttling; such approaches are similar depending
on the mechanism being implemented in the OS or the NIC. Other
recent proposals focus on providing fine-grain differentiation, such
as qJUMP [18] or NUMFabric [30].

Similar injection controlmechanisms have been applied inNetworks-
on-Chip. Walter et al [37] proposed a low-cost credit based dis-
tributed access regulation technique to provide fair access rights to
hot-modules in the NoC such as DRAM controller. Injection throt-
tling has also been proposed for buffer-less Network-on-chips [15,
32], not to achieve fairness but to reduce congestion and increase
throughput at heavy loads. Finally, different systems employ injec-
tion throttling to provide fairness as part of their medium-access
control (MAC) mechanism, such as [11].

Age-based arbitration has been proposed to achieve latency fair-
ness and in doing so it indirectly provides throughput fairness as
well, [3, 12]. Alternative arbitration policies such as weighted round-
robin or a probabilistic distance-based arbitration [27] scheme have
been shown to be effective under XY routing in NOCs. However,
these mechanisms require significant changes to the arbitration
mechanism including tuning multiple weights, and may result in

lower fairness under saturation than the reference Age arbitration
according to their own evaluations. Specific improvements exist
in the context of networks-on-chip; for example, globally synchro-
nized frames [26] guarantees minimum throughput based on coarse
intervals denoted as frames, generalizing Age arbitration to support
multiple levels of Quality-of-Service (QoS) based on the concept
of deadline-aware arbitration. However, their implementation re-
quires specific hardware to implement global barriers on a NoC.

7 CONCLUSIONS
This study has presented a comprehensive evaluation of network
fairness in a range of interconnection networks. Firstly, we mea-
sured fairness at saturation for three popular topologies, mesh,
torus and fat-tree, showing that variations in node throughput
under non-uniform traffic are significant and cannot be ignored.
Adaptive routing improves fairness but not completely. We expect
any network design to show unfairness for uneven loads, although
some topologies are intrinsically more fair that others. Therefore,
the expectation of average peak throughput being indicative of the
interconnection network performance at high loads is unfounded.

We explored two classes of explicit fairness mechanisms: Age,
which modifies arbitration to give priority to older packet, and
SAT, which throttles injection to maintain fairness. In particular,
we evaluate their impact on node throughput, under a range of
traffic loads in different topologies.

Secondly, we have verified that none of the two approaches limit
performance at network loads below saturation, but we have identi-
fied other limitations. Realistic implementations of Age arbitration
with finite buffers suffer from unfairness issues under saturation
due to the delayed assignment of timestamps. SAT, by contrast,
enforces a strict fairness level configurable by its parameters 𝑙 and
𝑘 , at the cost of reducing peak throughput of all nodes, even when
they might not contend be involved in path contention. Thus, when
network contention only involves a few nodes, Age might be more
competitive since it does not penalize other nodes. By contrast,
with widespread network contention, SAT is better at guaranteeing
minimum node throughput and fairness.

Finally, this study has considered two realistic scenarios for an
adaptive mesh. The baseline access to a single “hot” resource, such
as a congested I/O node, presents significant throughput unfairness,
with some individual nodes receiving less than 50% of the average
per-node throughput. Age arbitration mitigates this issue, but it is
still unfair because of the identified limitation with finite buffers,
and injection throttling results in a completely fair access. When
considering traces of parallel applications, the impact is modest
because the coupled behaviour of the application processes avoids
starvation issues. Still, we have observed improvements larger than
10% in several applications, particularly with fast computing nodes.
On average, injection throttling results more efficient than Age
arbitration in such cases, but it is counter-productive when the
network pressure is low. In all situations, Age arbitration slightly
outperforms a baseline round-robin system.

Since SAT restricts maximum throughput of all nodes, regardless
of being involved in path contention or not, future research might
focus on automated mechanisms that selectively enable injection
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Figure 11: Sensitivity of execution time to the SAT parameter 𝑙 . Normalized execution time of NPB codes on an 8× 8mesh using
adaptive routing and 𝑙 = 𝑘 .

restriction only on the nodes involved in network congestion. Addi-
tionally, further work is required to monitor system performance in
order to detect when unfairness is being detrimental to applications.
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