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Abstract

We present some experimental evidence of control and anticontrol of chaos in chaotic circuits using a simple impulsive method which does not require any knowledge about the systems dynamics. The method works by introducing instantaneous pulses in some system variables—in this paper the pulses are applied to a capacitor voltage—and, hence, does not modify the system itself. When varying the control parameters (amplitude and frequency of pulses) we obtain a bifurcation structure similar to the one obtained when varying some system parameters. Therefore, this controller allows us investigating the dynamics of a given circuit and provide us a versatile device for performing both control or anticontrol. In particular we show how a double-scroll chaotic system is stabilized in period three, single-scroll, period-4, period-2, period-1, fixed point, following a inverse bifurcation route as a function of the pulses amplitude (chaos control). It is also shown how a periodic Chua’s circuit is driven to chaotic behavior (chaos anticontrol).
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I. Introduction

One of the most surprising, and recent, applications of chaos theory is the possibility of switching the dynamics of nonlinear systems from chaos to order (chaos control), or reversely from order to chaos (chaos anticontrol) [1]. This versatility of nonlinear systems lies in the fact that chaotic motion includes an infinite number of embedded unstable periodic orbits, that can be stabilized by appropriate mechanisms. This possibility gives a new meaning to nonlinear systems, since they can be seen now as an unlimited reservoir of different behaviors to be tuned on or off using simple mechanisms. The first chaos control algorithm was the celebrated OGY method [2], able to stabilize unstable periodic orbits containing a saddle node point using appropriate parameter perturbations; the method was later modified for inducing chaos in periodic systems [3]. Since then, many different approaches have been proposed for chaos control and anticontrol, including stochastic and periodic system perturbations [4], [5], noise addition [6], [7], feedback continuous procedures [8], [9], etc. (see [10] and references therein for a detailed description).

Although these methods were initially developed for computational applications [11], most of them have been implemented in practical systems. The first experimental evidence of chaos control was found using the OGY method to control the chaotic vibrations of a magnetoelastic ribbon [12]. This method and some variations have also been used to control a diode resonator circuit [13], a parametrically driven pendulum [14], the bursting behavior of a neuronal population [15], or solid-state lasers [16]. In all cases, the control is achieved by manipulating an accessible system parameter and requires some knowledge of the model equations, or a previous study of the system dynamics.

Recently, a new chaos suppression method which acts on the system variables has been introduced [17], [18]. This method does not require any knowledge about the model equations or the system dynamics and it is, therefore, a convenient method for practical settings. In this paper, we present an electronic implementation of this algorithm and its application both for chaos control and anticontrol. For instance, we show how this simple method can be easily applied to a Chua’s double-scroll circuit, driving it to
several periodic regimes following a period-doubling bifurcation route. We also illustrate the opposite situation where a periodic Chua’s circuit is forced to exhibit chaotic behavior. Furthermore, we present an application of the control device for exploring the dynamics of nonlinear circuits, discovering those behaviors embedded in their nonlinear structure (periodic and chaotic regimes, bifurcation structure, etc.). Note that this is done with no manipulation of the original system parameters.

In Sec. II we describe the cubic Chua’s circuit to be used to illustrate the proposed methodology; the evolution equations are presented and the corresponding adimensional set of differential equations, more simple to be numerically integrated by computer, is derived. In Sec. III we describe the original method and a new implementation, more accurate for experimental and numerical comparison. Then, the electronic control and anticontrol device is described in detail. In Sec IV experimental results are presented and compared with numerical results obtained from the adimensional system. Finally, a brief summary and some additional notes about the method and its possibilities are presented in Sec. V.

II. THE CHUA’S CUBIC CHAOTIC CIRCUIT

Analog electronic circuits are well-known examples of systems exhibiting chaotic behavior. Among these systems, the Chua’s circuit [19] has become a paradigm for experimental applications, due to its simplicity and richness of behaviors [20]. Chaos synchronization and control, and efficient experimental transmission of information, have been reported using this circuit.

The Chua’s circuit is a simple autonomous circuit with an inductor, two capacitors, a resistor and a single nonlinear resistor. In the original paper, the nonlinear resistor used has a three-segment piecewise-linear $v-i$ characteristic, although this nonlinear characteristic can also be a smooth polynomial. In this paper we use the cubic Chua’s circuit with a cubic nonlinearity [21], also known as Van der Pol-Duffing oscillator [22] (see Fig. 1). The following set of differential equations are obtained by applying Kirchhoff’s laws to the schematic of the circuit shown in Fig. 1(a):

\[
\begin{align*}
C_1 \frac{dv_1}{dt} &= \frac{1}{R} (v_2 - v_1) - I(v_1), \\
C_2 \frac{dv_2}{dt} &= \frac{1}{R} (v_1 - v_2) + i_L, \quad \frac{di_L}{dt} = -\frac{1}{L} (v_2 + R_L i_L),
\end{align*}
\]

where $I(v_1)$ represents the cubic nonlinear resistor with $v-i$ characteristic $I(v_1) = Av_1 + Bv_1^3$ (see Fig. 1(b)).

We constructed this circuit with the following values: $R = 3300 \ \Omega$ and $R_L = 20 \ \Omega$; $C_1 = 1.2 \ \text{nF}$, $C_2 = 12 \ \text{nF}$, $L = 10 \ \text{mH}$ and $A = -3.3 \times 10^{-4} \ \text{AV}^{-1}$ (or S), $B = 1 \times 10^{-6} \ \text{AV}^{-3}$ (or SV$^{-2}$). For the cubic element we used a set of analog multipliers (AD633) and operational amplifiers (TL084 or equivalent) as shown in Fig. 1(a) (see [23] for additional implementation details); the variable resistor $R_{10}$ is included in the circuit to control the cubic coefficient and vary the magnitude of the attractor. With this implementation the Chua’s circuit can also be seen as a physical realization of the Van der Pol-Duffing oscillator [24]. The tolerances of the resistors, capacitors, and inductors used are 1%, 5% and 10%, respectively. All the
experimental results have been measured using a Tektronix TDS 724D digital oscilloscope with 2 GS/s. Analog simulations of circuit Eq. (1) are carried out with PSpiceAD program in order to test the real circuit as well as to explore parameters values with technological interest but out of our experimental possibilities.

In order to compare experimental and numerical results, an appropriately rescaling is introduced. With the corresponding change of variables ($v_1 \equiv x; v_2 \equiv y; R_L i_L \equiv z; \kappa \equiv t/RC_L$) one can rewrite (1) obtaining the following adimensional set of differential equations

$$\frac{dx}{d\kappa} = \alpha [y - x - I(x)],$$
$$\frac{dy}{d\kappa} = x - y + z,$$
$$\frac{dz}{d\kappa} = -\beta y - \gamma z,$$

with $I(x) = ax + bx^3$ and where $\kappa$ is an adimensional time unit.

The adimensional system parameters corresponding to the above chosen values are $\alpha = C_2/C_1 = 10$, $\beta = R^2 C_2/L = 13.068$, $\gamma = RR_L C_2/L = 0.00792$, with $a = -1.089$ and $b = 0.0033$. For this set of values, the circuit exhibits a chaotic double-scroll attractor. The interval of real time and the interval of time in the adimensional system are related by $\kappa = 2.5 \times 10^4 t$ (for the numeric experiments, integrating the adimensional system, we adopt the time step $\tau = 2.5 \times 10^{-3}$, equivalent to 100 ns).

As we mentioned above, one of the main advantages of this circuit for experimental applications is the richness of behaviors. For instance, by varying $\alpha$ in Eq. (2) –equivalent to the capacitance $C_2$ in the physical implementation– with fixed values of $\beta = 13.068$ and $\gamma = 0.00792$, a period-double bifurcation diagram is obtained, from fixed point, to chaotic single scroll, and to chaotic double-scroll. Similarly, taking $\beta$ as alternative bifurcation parameter, with fixed $\alpha = 10$ and $\gamma = 0.00792$ values, an inverse Feigenbaum route to chaos is observed as $\beta$ increases from $\beta = 10$ to $\beta = 20$. Therefore, the richness of behaviors embedded in this nonlinear circuit manifests in the bifurcation routes obtained when varying some of the system parameters. We shall describe later in this paper how this bifurcation structure can be also uncovered and mastered connecting the circuit to a control device which does not act on the system parameters.

III. The chaos control algorithm

A. The numeric scheme

Recently, it was proposed a new method for suppressing chaos in nonlinear systems by adding sporadic proportional pulses to some system variables both in arbitrary [17] or system-related [18] time scale $T$. The pulses take the following form:

$$x_i(t) \leftarrow x_i(t) [1 + \lambda_i \delta (t - jT)], \quad j = 0, 1, 2, \ldots,$$

where $x_i$ represents the $i$th variable of the system, $\lambda_i$ regulates the intensity of the perturbation applied to the $i$th variable, and $\delta$ represents the Dirac’s $\delta$ function. From a numerical point of view this method...
can be easily implemented using the integration step \( \tau \) as an arbitrary time unit. Thus, the pulses are introduced after \( k \) integration steps \( T = k \tau \) (for some \( k \)). In this paper we shall consider this simple form, since the use of system-related time scale (e.g. the return time to a Poincaré section) requires some knowledge of the system dynamics as well as implementing additional algorithms [18].

Although the algorithm in Eq. (3) depends on two parameters \( T \) and \( \lambda \) (we assume that all variables have the same \( \lambda \) value or that a single variable is perturbed), it was found that similar results can be achieved using pairs of values \((T, \lambda)\) and \((T', \lambda')\) with \( \lambda'/T' = \lambda/T \) [17]. This result indicates that the stabilized behavior achieved with control parameters \( \lambda \) and \( T \) can be maintained by applying stronger or weaker pulses, \( k \lambda \), with larger or shorter period \( kT \).

Due to the unphysical character of these instantaneous pulses, we consider a variation of this method in order to compare the numerical simulations with the experimental results presented below. To this aim, the control algorithm is not supposed to act instantaneously, but certain temporal extension is considered for the kick, where it acts linearly. When using an integration method with time step \( \tau \), the interval of time between kicks, \( T \), is divided into \( T/\tau = N \) steps, the control kick acts during the first \( n \) steps of this interval. Thus, Eq. (3) can be generalized as:

\[
x_i(t) \leftarrow x_i(t) \left[ 1 + \frac{\lambda}{n} \sum_{k=0}^{n-1} \delta(t - j \cdot \tau N - k \tau) \right], \quad j = 0, 1, 2, \ldots
\]

(4)

where \( N \) and \( n \) are fixed natural numbers used by the control algorithm and the strength of pulse is \( \lambda/n \). Note that with \( n = 1 \), the original Eq. (3) is recovered.

In the same sense that referred above for \( \lambda \) and \( T \), it is possible to find a numerical relationship between the strength of pulses, \( \lambda \), and the duration of sub-interval of application, \( n \), in order to stabilize similar periodic orbits. Thus, pairs \((\lambda, n)\) and \((\lambda', n')\), with \( \lambda n = \lambda' n' \), produce the same stabilized dynamics (at constant \( T \)).

B. The electronic implementation

Now we briefly describe an electronic implementation of the above control scheme (see Fig. 2). At point \( p \) a continuous sample of voltage \( v_2 \) is obtained with no perturbation of the system; for this task we use buffer B. This signal is amplified by a factor \( \chi \) either in the form \( v_01 = +v_2 \chi \) (externally controlled by resistance \( Ra2 \)), or \( v_02 = -v_2 \chi \) (controlled by resistance \( Ra5 \)). An external switch (s) allows choosing the \( \pm \) character of the amplification. An internal switch connects the device that converts this voltage into intensity –using a voltage-intensity converor (VIC)– at equally spaced intervals of time \( t_I \approx 20 \mu s \). This converor is connected during the interval of time \( t_R \). A variable intensity \( \frac{v_0}{R_S} \) is reinjected at point \( p \) by varying the resistance \( R_S \). The duration of this intensity pulse is \( t_R \approx 500 \) ns. The increment of voltage imposed at point \( p \) is

\[
\Delta v_2(C_2) \approx \frac{1}{C_2} \int_0^{t_R} i_P \, dt \approx \frac{i_P}{C_2} t_R = \pm v_2 \frac{\chi}{C_2 R_S} t_R
\]

(5)
and acts on capacitor $C_2$ by quasi-instantaneous pulses. This relationship is only valid for low $t_R$ values.

The effect of the reinjected intensity is to vary the potential, $v_2$, as

$$v_2 \leftarrow v_2 \pm v_2 \frac{\chi}{C_2 R_S} t_R = v_2 \left[ 1 \pm \frac{\chi t_R}{C_2 R_S} \right].$$

(6)

By comparison with Eq. (3), it is possible to identify $(\chi t_R/C_2 R_S) \equiv \lambda$ as the proportional pulse strength control parameter. Then, proportional changes into variable $v_2$ can be introduced by choosing $\pm \chi$, $t_R$ and $R_S$ parameters in the control circuit. The identification of control parameters with Eq. (4) is $\chi t_R/C_2 R_S \equiv \lambda$, $t_1 \equiv N \tau$ and $t_R \equiv n \tau$. Because the physical implementation, the returned signal is not instantaneous and during interval of time $t_R$ the deposited charge over the capacitor $C_2$ varies linearly. Then, as more narrow the interval of time $t_R$, more instantaneous will be the corresponding control pulse.

IV. Experimental and numerical results

Before implementing the control circuit, we performed several numeric simulations to check the performance of the modified control algorithm above presented. To this aim, the adimensional system (2) was integrated with a fourth-order Runge Kutta algorithm, considering the following parameters for the control algorithm: $\tau = 0.00025$, $N = 2000$ and $n = 10$, with $\lambda = -0.15$ in Eq. (4). After a transient time of uncontrolled motion, the controller is switched on and pulses are applied to $y$. Fig. 3(a) shows how the motion is quickly stabilized to a period-2 orbit.

In order to verify the above simulation, the control algorithm was implemented on the PSPiceAD analog simulator. Figure 3(c) shows the evolution of capacitor voltages $v_1$ and $v_2$ obtained in the same conditions of the previous experiment. After 5 ms of uncontrolled motion, the controller is switched on and pulses are applied to $v_2$; the interval of time between pulses is 20 $\mu$s and the duration of pulses is $\approx 100$ ns. Figure 3(b) shows a magnification of a pulse; from this figure it can be measured a 15% proportional decrement of variable $v_2$ after the kick ($\lambda = -91.38/620 \approx -0.15$) in agreement with the numeric simulations.

Once the control algorithm was validated, the circuit shown in Figure 2 was built and the above experiment was also performed and measured on an oscilloscope. Figure 4(a) shows the initial double-scroll chaotic attractor of the circuit, with the above given component values. Afterwards, the control circuit is switched on -- acting on switch (s) (see Fig. 2) --, introducing pulses on voltage $v_2$ of capacitor $C_2$ every $\tau = 20 \mu$s; the values of the signal $v_2$ sampled to obtain the proportional pulses are shown in the lower panel of Figure 4(b). The upper panel shows a magnification of a pulse, where a proportional decayment on voltage $v_2$ can be measured with $\lambda \approx -0.15$, in agreement with the analog and numeric simulation results above presented. An oscilloscope view of the stabilized period-2 orbit is shown in Figure 4(c).

Figures 4(d) and (e) show the results obtained applying the same control, but decreasing the interval of time between pulses to $\tau' = 10 \mu$s and reducing the pulses strength by the same factor ($\lambda' \approx -0.077$, see Fig. 4(d)). Figure 4(e) shows that, as we mentioned in Section III.A, the above stabilized period-2
orbit is maintained with this control settings, since \[ \tau / \lambda \approx \tau' / \lambda' \]. The difference between Figures 4(c) and 4(e) is due to the magnitude of the pulses. To illustrate this point, the pictures were taken from the oscilloscope with 500 M samples/s, which allowed recording several pulse samples.

Apart from the above period-2 orbit, a great variety of behaviors can be obtained when considering the pulses strength as a new system parameter to be varied. Furthermore, it can be shown that the new system follows a bifurcation route similar to the one exhibited by the original system. In Fig. 5 we show a numerical comparison between the bifurcation diagram of the system Eq. (2), with \( \alpha \) acting as a bifurcation parameter (a), and the bifurcation diagram of system (2) with \( \alpha = 10 \), connected to the control mechanism (6) using the pulses strength \( \lambda \) as bifurcation parameter (b). This result emphasizes that important information about the system dynamics can be obtained with no manipulation of the original system parameters, but using the auxiliar controller presented in this paper. Note how in the above examples, negative pulses are added into the system leading it to a more regular behavior.

We also performed the opposite experiment of inducing chaotic behavior in a periodic Chua’s circuit adding positive pulses. For instance, considering a period-2 orbit and applying the control device with \( \tau = 10 \mu s \) and \( \lambda \approx 0.08 \), the circuit exhibits a double-scroll attractor. Note how pulses of the same intensity, but opposite signs, allow us switching from chaos to order, or from order to chaos, a given system.

In order to illustrate the capabilities of the controller for exploring dynamics in nonlinear circuits, Figure 6 show a sequence of oscilloscope views corresponding to some of the stabilized circuit states, obtained by applying the control algorithm with decreasing \( \lambda \) values to the double scroll Chua’s circuit shown in (a): From single-scroll (c), to period four (d), two (e) and one (f). An orbit corresponding to a periodic window near the chaotic regime is also presented in (b) to illustrate how small pulses can stabilize periodic orbits. A bifurcation diagram indicating the location of the stabilized orbits (depending on the value of the pulses strength) is also included. Thus, this control method of control is able to explore the whole bifurcation diagram for the system without changing its parameters.

Similar results have been also obtained with piece-wise nonlinearity Chua’s circuit, indicating a possible generalization of the present results.

V. Summary

Implementations of chaos control have moved from purely theoretical and computational studies to experiment, proving that chaos may be exploited to perform practical functions. In this work some experimental results of chaos suppression on an electronic circuit are reported. The method works by adding proportional pulses in the system variables. In order to be more realistic and accurate with the experimental non instantaneous character of physical pulses, the original control algorithm has been modified. The physical implementation of the modified method has been corroborated with circuit analog simulations and with numerical integration methods.

The simplicity of the method gives the electronic controller a flexibility that other experimental settings
lack of. We show how the circuit dynamics can be easily switched among different chaotic and periodic states. Moreover, it is shown that the stabilized periodic motion closely resemble the unstable periodic motion embedded in the chaotic attractor. Bifurcation diagrams obtained when varying a system parameter (with no control) and a control parameter are shown to be very similar. This similarity constitutes an heuristic prove about the hypothesis that this method of control permits an exploration of the system dynamics without introducing changes in its parameters set.
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Figure Captions

Figure 1. (a) Schematic of the cubic Chua’s circuit consisting of three energy storage elements, one inductor and two capacitors, in parallel with a nonlinear resistance. The parameters have the following meaning: $C_1$ and $C_2$ are the two capacitances, $L$ is the inductance, $R$ is the resistance that couples the two capacitors and $R_L$ is the inner resistance of the inductor. The variables that describe the dynamical system are $v_1$, $v_2$ and $i_L$, the voltages across $C_1$ and $C_2$ and the current through $L$, respectively. (b) PSpiceAD analog simulation of the cubic polynomial $i - v$ characteristic of the nonlinear resistor.

Figure 2. Circuit implementation of the control device. The signal voltage sampled at point $p$ is amplified in (A); then, it is converted to an intensity signal in the voltage-intensity conversor (VIC) and reinjected in $p$. The sampling process is controlled by the clock (C), and the switch (s) determines the positive or negative character of the pulses.

Figure 3. Time evolution in analog and numerical simulation. (a) Numerical simulation of system (2) with control (4) applied to variable $y$ in the same conditions as the above analog simulation: $N = 2000$, $n = 10$ $\lambda = -0.15$; the numerical integration is carried out with a fourth order Runge-Kutta with integration steep $\tau = 2.5 \times 10^{-4}$ ($\approx 20\mu s/N$). (b) Time evolution for capacitor voltages $v_1$ and $v_2$ in analog PSpiceAD simulation; the pulses are applied to $v_2$. (c) detail of a pulse: The interval of time between pulses is $20\mu s$ and the pulse acts during $100$ ns; after the pulse, variable $v_2$ varies in $\lambda \approx -91.38/620.48 \approx -0.15$.

Figure 4. Phase space and time evolution in oscilloscope view: (a) Phase space diagram for $v_1$ and $v_2$ in a double-scroll chaotic regime. (b) Temporal evolution of the controlled voltage $v_2$ on capacitor $C_2$ showing how the smooth evolution is periodically interrupted by pulses every $\tau = 20\mu s$; the sampled signal values taken to introduce the pulses are also shown. One of these pulses is magnified in the upper panel; after the pulse the voltage decays in $\lambda = -130/850 \approx -0.15$. (c) The stabilized period-2 orbit. (d) and (e) are similar to (b) and (d), but the pulses are applied every $\tau' = 10\mu s$. In this case, the voltage decays $\lambda' = -70/830 \approx -0.077$, verifying $\tau/\lambda = \tau'/\lambda'$.

Figure 5. (a) Bifurcation diagram for system (2) with $\alpha$ as bifurcation parameter. After a transient period, the maximum and minimum values $\bar{x}$ of the temporal evolution of variable $x \equiv v_1$ are represented. The numerical integration is carried out with a fourth order Runge-Kutta with integration step $\tau = 2.5 \times 10^{-3}$. (b) Bifurcation diagram associated with the control parameter $\lambda$ for system (2) with control (4).
circuit parameter values are \( \alpha = 10, \beta = 13.06, \gamma = 0.00792, a = -1.089, b = 0.0033; \) the control parameters in (4) are \( N = 1000 \) and \( n = 10. \) The control acts on variable \( y \equiv v_2; \) after a transient time, the maximum and minimum values of the temporal evolution of variable \( x \equiv v_1 \) are represented.

Figure 6. Oscilloscope views of a sequence of stabilized circuit states obtained applying the control algorithm with decreasing \( \lambda \) values to the double scroll Chua’s circuit shown in (a): (b) an orbit in a periodic window, (c) a single-scroll chaotic orbit, (d) a period four orbit, (e) a period two and (f) period one. The interval of time between pulses is 10 \( \mu \)s and the pulse acts during 100 ns.
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