GCViR: Grid Content-based Video Retrieval with work allocation brokering
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SUMMARY

Nowadays TV channels generate a large amount of video data each day. A very huge number of videos of news, shows, series, movies, and so on have to be stored with the aim of being accessed later on. Moreover, channels have a clear need of sharing videos so as to settle a real collaboration among them that minimizes the cost of information acquisition. These features demand a huge storage capacity and a sharing information environment.

Both requirements can be solved by using grid computing. It provides both computing and storage capacities to store that great volume of data required, as well as the resource sharing capabilities for the cooperation of different TV channels.

This paper presents a video retrieval system that covers these needs and suggests a work allocation broker to improve the performance of video accesses. An evaluation shows the feasibility and the scalability of this approach showing the benefits of the work allocation made to store and retrieve large video data.
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1. Introduction

As a consequence of Globalization, information is no more the heritage of a few, since it flows between geographically remote locations for its quick and instant mass consumption.

The media, and quite specially TV Channels and multimedia broadcasting corporations, have the need of storing and managing large amounts of multimedia information, that heavily increases day by day. It requires a high storage capacity, as well as an efficient and distributed management, since either resources or users may belong to different organizations.

Also, quite specific software and hardware resources are required for a preprocessing stage that includes a complex process of upload, tagging and storage. Some of these operations (e.g. tagging and classification) are currently done manually (see Section 3). Some others (as segmentation in sequences or shots) are not done at all, since it is a quite time-consuming operation to be done manually. For all these reasons, whole videos are stored as they arrive, something that becomes a penalty during an information retrieval operation on long ones.

Moreover, events follow one another in different locations throughout the world. It is hence quite clear the need of managing physically distributed resources. TV channels have head offices or partnership agreements with local channels, which sometimes belong to the same business corporation. It is quite common for them to share resources as digital archives, but specially videos about local events.

Additionally, it can be pointed out the need of accessing information almost in real-time, since the events happening lose their interest from one day to the following. This instantaneity poses certain problems when such a huge volume of information has to be managed. For example, a journalist needs some images to mount a news video in a quite short period of time, as he is in a rush and cannot wait for hours. In this way, when an event takes place the audience wants to watch things as they happen. This demand cannot be always satisfied, specially when unexpected events take place in locations without regular TV coverage.

All this problems come then with the need of efficiently sharing, storing and managing a huge amount of resources, both hardware (computing and storing) and software (applications and videos), at geographically remote locations. Sharing them also means to apply security policies so as to decide what to share and to whom share that information. In addition, approaches adopted should be highly scalable since the amount of information to process increases exponentially in the course of time. To conclude, a fully distributed control is needed to ensure an efficient operation not only nowadays, but in the future.

On the other hand, grid computing [19] is becoming nowadays a feasible solution for computer applications with high levels of computational power demand. This is due to the good price/performance ratio offered by the networks that compose this type of systems and because of both the high flexibility and availability offered by this computation paradigm. Furthermore it enables resource sharing among different institutions and individuals [3].
of this makes grid a suitable infrastructure for retrieving multimedia information, making the cooperation and resource sharing among different TV channels easy.

This paper presents a grid system for providing video upload, storage and content-based retrieval of video in grid environments, following the suitable combination of grid computing and multimedia retrieval systems. The proposed system supports all the above different video storage and retrieval services. But, beyond that, a work allocation broker has been proposed to improve the performance of the video retrieval stage. The broker [48, 54] is vital for any grid infrastructure since its operation and performance determine the required user experience and the use of the environment. Thus, the system capacities depend on the way the broker selects resources. It must be noticed that as far as the authors know there are no other brokers designed for these tasks in the bibliography. The proposed improvement affects the whole expected system performance since journalists demand to retrieve video data in an interactive way.

The system achieved with all these elements takes response time of the retrieval process almost to real-time, greatly improving its performance. Also, this approach will probe its scalability, both in terms of storing capacities and in terms of retrieval response time. In this way, the integration of new equipment into the system is completely independent from its architecture or its operating system. Also, this approach makes it possible for different corporations to work in a completely secure environment, as well as to define their own privacy, sharing and data trading policies. Finally, this system allows a collaborative work, since resources and information can be shared or even hired when it is appropriate.

The rest of this article is organized as follows. Section 2 describes some previous related works with the problem herein described. Section 3 presents the system functional description, focusing on how nowadays video storage and retrieval processes are made in a TV channel. Section 4 talks about the retrieval primitive used in the system. Section 5 discusses the architecture of the system and the proposed work allocation model to provide an efficient video retrieval in grid environments. Section 6 shows the evaluation of the proposal comparing it with other possibilities of decision making. Section 7 presents the main conclusions and outline ongoing and future work.

2. Related work

The easiness of creating big collections of multimedia data has been enforced by different factors, such as technological advances of consumer goods along with their lower prices. But advances in technology related to communication systems and the results yielded in different fields (e.g., signal processing, computer vision or databases) has enforced the use of information systems to store and manage those large amounts of multimedia information [61, 47].

To manage these multimedia databases, it is crucial to extract the most relevant information in order to efficiently access it. It can be considered as mandatory when dealing with
unestructured multimedia data collections. Content-based Video Retrieval (CBVR) systems were raised to cover the needs created when these large collections contain digital video. They provide a very useful help to users whose aim is to introduce a query in the system and retrieve from the available datasets those shots or videos that look more similar [2, 10, 1, 31].

The work on this field has significantly grown [27], ranging from using low-level visual data describing properties like color, shape, etc, that compose an individual keyframe [51], to the addition of techniques to merge these different types of data so as to assist the system on giving an answer as much closer as possible to the user’s information need [58], to the attempts to automatically determine the presence or absence of semantic features from video shots [45]. It all has come to the rise of the TRECVID annual benchmarking campaign [46], with 54 groups from all around the world along 2007 and 142 during 2008 campaign.

High performance computing fits in a natural way in application areas where large volumes of data are required to be managed or processed. When large volumes of data are considered, as it is very often the case of multimedia databases, it may become necessary to look for parallel solutions in order to process, store and gain access to the available items in an efficient way [44, 49, 28, 6]. Multiprocessor shared-memory architectures are being used for these purposes since a long time ago. During decades, they were the first scientists’ choice when dealing with parallel implementations [30, 26, 39]. Nevertheless, the last decade has settled grids as a feasible distributed solution for applications where higher levels of scalability and lower costs are required.

Thus, one application area where the concept of grid computing suits perfectly in is multimedia information retrieval. A content-based image retrieval cluster-based implementation was first introduced in [7], and extended to a grid in [42]. This approach showed a good cost/performance ratio as well as an appreciable degree of fault tolerance, as also states an application of the OurGrid middleware to medical image retrieval [8].

As far as we know there is only one work somehow related to video retrieval in grid by Ewerth et al. [13], that talks about a video segmentation service. The implementation presented in this paper includes a video segmentation stage as a part of a more complex service that uploads a new video into the system and extract its shots. But beyond that, it also includes a service that allows a user to retrieve and play shots from the datasets, according to the topics the user is interested in, as it is explained in the following sections.

Moreover, different brokers [22, 11, 9, 57] have been developed to identify, characterize, evaluate, select and reserve the most suitable resources or services for generic problems. There are two tendencies related to the brokering phase:

- Client-broker. This kind of broker is designed to comply with client needs about services selection. It follows client policies without the need of having a global vision of other clients requests. An example of a client-broker is GridWay [24].
System-broker. In this case, the broker has a complete and global vision of resources and clients of the grid. Thus, it can select the most suitable resources for client jobs with the aim of improving the performance of the whole grid.

Nevertheless, no broker has been previously designed specifically for video storage and retrieval. The specialization of the proposed broker improves the video access performance since it is adapted to these needs. Thus, we have developed a work allocation algorithm for improving the video retrieval stage since it should be interactive. Although the algorithm is specialized for video retrieval, it can be used in other fields.

3. System description

Nowadays, the management of all multimedia information collected by a TV channel is done by means of three basic types of operations: upload, retrieval and sharing. Interviews made to different experts yielded the following description of the processes involved in these three operations [53].

During the upload process, a whole video containing all the information a cameraman has recorded (called rush) is dumped in the storage system. Documentalists tag and classify it manually. It means to assign it a textual description as well as several keywords. They are stored with the video (without any shot or sequence segmentation) in the digital archive. This way, retrieving information can be a quite time-consuming task when videos are very long.

The retrieval process begins when a journalist asks for any piece of video related to some news, using a textual description of what it is being looking for. Using the keywords given by the journalist, a documentalist queries the database and gives the journalist back a list of names of files containing the videoclips that have been found. The journalist will select then the files he thinks are going to be useful and asks for them to the documentalist. This way, the chosen files are send to the server the journalist is working with. This is a long process of around two hours if videos are short (it must be remembered there is no shot or sequence segmentation). Longer videos require more time. Additionally, sometimes it happens that any of the videos satisfies the journalist needs but it is too late to begin the process once again.

National TV channels do not have usually offices throughout a whole country. On the other hand, local channels are not able to send videos via satellite. What they usually do is to send a tape in a car (which has a great bandwidth but also a great latency) to the national channel. It can be seen the whole process presents two serious problems: one related do data sharing among different corporations and another one dealing with data storage, management and retrieval. It all means that many times unexpected events (specially at a local level) can not be properly covered.
The system herein proposed solves these problems. It proposes a solution with response times that allows doing the whole process interactively, setting up a collaborations and sharing data while defining security and privacy policies. Details on all these aspects are explained in the following sections.

3.1. Functional description

It has been explained the normal operation of a TV channel nowadays: how multimedia information is acquired, stored and retrieved when it is necessary. The GCViR system herein described follows that process, so this section presents a functional description that captures the main issues to cover. That is, there will be an upload process as well as a retrieval one.

The video upload process in the distributed system can be broken down into three phases: segmentation, keyframe extraction and signature computation, and storage.

- Segmentation is the step that allows to isolate the minimum units with meaning from a video: shots. On one hand both beginning and end of each shot are delimited, on the other hand video contents are managed and processed more efficiently. To achieve this, differences between consecutive frames or groups of frames are computed. These differences are calculated based on some low level primitive that captures information about color, shape, texture, etc. In this case, Zernike invariants presented in Section 4 have been used (see details in [52]).

- Storage is completely distributed over the accessible nodes, since each of the sequences or shots obtained from the segmentation stage can be independently stored in the distributed system. This data distribution is done at two levels. First, shots, keyframe identification and their signatures are distributed throughout the grid. Each node in the grid can be a single computer, cluster with multiple nodes, an array of disks and so on. Then, a second level of distribution of data among the physical storage devices available could be performed. In terms of performance and scalability two important advantages are achieved. First, efficient data accessing is provided by using parallel access [38, 43]. Then, in terms of scalability, system’s growth does not harm performance but satisfies storage needs by adding new nodes or storing devices.

- Once the video is temporally segmented, one frame per shot is selected as keyframe (i.e. the one containing representative information from that shot). Details can also be found in [52]. A signature based on Zernike invariants is then computed from each keyframe, as explained in Section 4.2. This task is carried out by each node on the shots it is going to store.

The video retrieval process can be broken down into the following stages:

a) Input parameters introduction. The user first selects an image to be used as a query example. Additionally, the user may specify which nodes of the grid environment are going to take part in the retrieval process. Finally the user must specify the number $p$ of results that the system should display as a response for the query.
b) Distributed query. The query example is sent to the grid nodes, that will compute its signature. Details about the retrieval techniques involved in the system can be found in [51, 50]. This step is transparent to the user. This way, a remote job is sent to every grid node. The client remains waiting for all the remote executions to finish.

c) Query and database (DB) image’s signature comparison and sorting. The signature obtained in the previous stage is compared with all the DB shots’ signatures using a metric based on Euclidean distance. The identifiers of the $p$ most similar images are extracted. Should it become necessary to incorporate a new signature to the group of the best $p$, the one with the worst ranking within the group would be discarded and the set then newly sorted. A bubble sorting algorithm with $O(np \log(p))$ order has been used for this purpose, being $n$ the number of images. This step is performed in each of nodes independently and each of them write a file with the local results.

d) Final results selection. Each node generates a single file with its local results. When the client receives the results it makes a new arrangement and actually selects the $p$ most similar signatures of the whole system.

e) Results display. The system provides the user a dataset with the $p$ shots considered most similar to the query one. Then the user can select a sequence, clicking with the mouse, and the system plays the video (a fee can be required according to agreements among TV channels). If the result does not satisfy users, they can choose one of the selected shots or enter a new one that presents some kind of similarity with the required image returning to stage a).

This system covers the problems stated in section 3 about uploading and retrieving videos. As a result of the way information is managed and stored, it also completely satisfies all the needs explained about not only resource sharing but remote access to information. It can be said that it keeps the privacy of each organization so this system could be the basis for a model oriented to buy information or rent resources.

4. Retrieval primitive

Retrieving information from videos requires the use of low-level primitives to extract from them color, shape, texture or many other features. Section 3.1 states when it is done within both video upload and retrieval processes. In this work, Zernike invariants have been selected because of its demonstrated good performance in object recognition problems [4, 29] as well as the results achieved in previous experimentation on content-based image and video retrieval [51]. Next section provides a brief mathematical introduction, whereas section 4.2 presents the computation of the signature using them.

4.1. Zernike Invariants

In 1934, Zernike [62] presented a set of complex polynomials $V_{nm}(x, y)$ that were defined inside a unity radius circle ($x^2 + y^2 \leq 1$) in the following way:

$$V_{nm}(x, y) = V_{nm}(\rho, \theta) = R_{nm}(\rho) e^{im\theta}$$

(1)
where $V_{nm}$ is a complete set of complex polynomials, $n$ is a positive integer value $n \geq 0$ that represents the polynomial degree and $m$ is the angular dependency, $\rho$ and $\theta$ are the polar coordinates of the Cartesian coordinates $(x, y)$ and $R_{nm}$ is a set of radial polynomials that have the property of being orthogonal inside the unity circumference. The values of $n$ and $m$ have the following relation:

$$(n - |m|) \mod 2 = 0 \text{ and } |m| \leq n$$

and the radial polynomials have the following expression:

$$R_{nm}(\rho) = \sum_{s=0}^{\frac{|m|}{2}} (-1)^s \frac{(m-s)!}{s!(\frac{m+|n|}{2}-s)!(\frac{|n|}{2}-s)!} \rho^{m-2s}$$

Starting from Zernike polynomials and projecting the function over the orthogonal basis composed by the polynomials, the moments can be generated in the following way:

$$A_{mn} = \frac{m+1}{\pi} \int \int_{x^2+y^2\leq 1} f(x, y)V_{nm}^*(x, y)\, dx\, dy \quad \text{with} \quad x^2+y^2 \leq 1$$

The discretization needed to work with digital data can be done straightforwardly:

$$A_{mn} = \frac{m+1}{\pi} \sum_{x} \sum_{y} f(x, y)V_{nm}^*(x, y)\, dx\, dy \quad \text{with} \quad x^2+y^2 \leq 1$$

From these functions, we compute the modulus to obtain the $p$ different invariant values for each considered case. The invariant values are used to create a vector of $p$ elements $ZI_i$ that collect the shape information of an image $i$. For example, in the case of polynomials of $10^{th}$ degree, $p$ would be 36.
4.2. Signature based on Zernike Invariants

The visual contents of the images are transformed into a vector of some features, named signature, that aims to collect some discriminant information of the original data.

A primitive based on the Zernike Invariants extracted from the original image has been implemented. This way, the signature is generated concatenating the invariants extracted until the maximum polynomial degree considered. A simple vector of scalar values is obtained [51]. As it can be deduced from Equations 3 and 5, the computation of invariants is a very high demanding task from a computational point of view. [51] shows how an interesting trade-off is to use polynomials up to order 10.

An interesting issue faced in the implementation is mapping the images’ rectangular domain to the circular space where radial polynomials are defined (Equation 1). The unity radius circle has been inscribed into the image, so its corners have been discarded under the assumption that they do not usually contain relevant information about the scene (see Figure 1).

5. GCViR

Problems shown in Section 3 fit perfectly the definition of a grid environment. The most commonly accepted definition of grid computing is “to provide flexible, secure, and coordinate resource sharing among dynamic collection of individuals, institutions and resources” [21]. These collections of individuals, institutions and resources are grouped following the way they share computing resources in virtual organizations (VO) [21]. According to this concept, a TV channel or comercial alliance can be defined as a VO aiming to share its resources (video data, applications, computing and storage resources) collaborating with the rest of TV channels in the way shown in Figure 2. Also, this approach makes it possible for different corporations to work in a completely secure environment, as well as to define their own privacy, sharing and data trading policies.

Following this idea of collaboration among several TV channels, we present a Grid and Content-based VIdeo Retrieval (GCViR) system for providing a flexible and scalable video sharing environment. GCViR offers a good cost/performance ratio to select the most suitable grid resources for data storage in order to store and retrieve large video data among different TV channels.

GCViR has been built following the current grid service oriented architecture. In 2002, the grid community changed its orientation to a services model [20]. This new architecture, named Open Grid Services Architecture (OGSA) [18, 36], proposed to converge the grid computing technology towards Web services providing both creation and maintenance of the different services offered by VOs. Finally, grid services have been fused with Web services (WS) in an single research line named WS-Resource Framework (WSRF) [23]. WSRF provides standard
access to stateful resources through Web Services.

GCViR is an OGSA and WSRF compliant approach that creates grid services specifically designed for the requirements of TV channels. As underlying infrastructure, a WSRF implementation is required. Globus Toolkit [14, 16] has been chosen for GCViR since it is the most comprehensive and known grid middleware.

5.1. Architecture

GCViR presents a three-tier level architecture based on Globus.

1. Lower layer: it is represented by means of basic grid services, such as WS Grid Resource Allocation and Management (WS GRAM) [59] for running jobs on grid resources, Monitoring and Discovery System (MDS) [33] for resource discovery and monitoring and Reliable File Transfer (RFT) [41] for data management. These services are built upon Grid Security Infrastructure (GSI) [17] and can be combined and used as a basis to deploy and build any high-level services.

2. Middle layer: specialized services used as building blocks to construct high-level video retrieval services. Most of them uses WS GRAM as building block. Although more
services can be defined, the most important services for updating and retrieving videos are the following:

- **Shot boundary detection (SBD):** It detects shot boundaries in a given video sequence. In this case, the SBD algorithm used is based on the non-compressed domain so a first decoding step is needed. This is done using the VD service.
- **Video decoding (VD):** It is focused on getting a non-compressed video sequence from a compressed one.
- **Video encoding (VE):** It allows to compress video sequences using as input a non-compressed video or a set of images.
- **Shot extraction (SE):** It takes as input a video with its shot boundary detection output and return one coded video sequence for each shot. This may involve an encoding stage or not depending on the used codecs. VD and VE services may be used in the affirmative case.
- **Keyframe extraction (KFE):** It extracts a keyframe that represents the content of a given shot.
- **Feature extraction (FE):** It represents the content of a shot with a small amount of data. This information is also called the signature of the shot. In our case the signature of a shot will be built using its keyframe.
- **Feature comparison (FC):** It compares two signatures and returns a measure of similarity between them.

Parallel algorithms have been developed to take advantage of compound resources, such as clusters or supercomputers. In this way, parallel versions, [52] and [5], have been used to provide the SBD and FC services respectively. These algorithms are based on MPI [35] enabling its use on both shared and distributed memory machines.

**3. Higher layer:** lower and middle layer services can be composed to form high-level services, like video upload and retrieval. GCViR provides the capability of service composition, that is, the ability to create workflows, which allows several services to be scheduled in a flexible and efficient manner. Service composition can be performed in two ways [25]. Firstly, vertical composition in which several services whose purposes are different can be combined to build up a high-level service. Secondly, horizontal composition in which several services that have the same functionality can be run in a parallel way can be combined to enhance the performance.

GCViR combines both models to construct a hybrid service composition oriented to improve the performance building complex high-level services. A broker is required in order to efficiently provide this service composition. Next section describes the brokering architecture of the proposed approach. The high-level services for video retrieval are:

- **Video Upload (VU):** This high-level service allows the user to upload new videos into the system. The VU service is made regarding specialized and basic grid services. Figure 3 shows the construction of the VU service by means of a joint vertical and horizontal service composition by using the broker where VU service is running.
- **Video Retrieval (VR):** This high-level service allows the user to retrieve similar shots using as input an example clip or image. Figure 4 shows how the VR service
Figure 3. Video upload service. The client contact the broker to upload a video (step 1). Then, the broker selects the suitable services taking into account both the vertical and horizontal composition. In a first stage the video has to be temporally segmented (step 2). Different services are combined to do this operation. The combination of RFT, SBD and SE services provide, segment and extract shots from the input video data, respectively. Then the video shots are parallelly stored in its final location by using a hybrid service combination (step 3). Not only the vertical combination of services RFT, KFE and FE allows storing videos into the system but also the horizontal composition of each one of these services improve the performance of the operation thanks to the parallel execution of the services in different grid resources.

works. The output will be a list of the $N$ most similar shots to the given example where $N$ can be defined by the user before querying.

One of the most important aspects of this system is security and the ability to define collaboration or privacy policies for data and resources. To do that, the user access the GCViR system through a web-based GUI interface. GCViR is in charge of providing the required security for this scenario. Firstly, users must prove their identity. To do that, GSI can be used. GSI can be configured to guarantee privacy, integrity and authentication. It is possible to restrict users access by means of a gridmap list in each resource of authorized users who can access grid elements. If users appear in the list, they are admitted to the grid with a
The client has to contact the broker in a similar way than the access to the VU service (step 1). Then, this service involves accessing specialized and grid services FE, FC and RFT following the proposed hybrid service composition (step 2). The FE service is needed to extract the features of the input in order to compute the similarity between the query example and the shots stored in the nodes databases. RFT is used to parallelly send and receive shots from the client to the grid resources. And FC is used to compare the features of the shots stored in the grid resources and the input data in order to obtain a similarity value that will be used to select the most similar shots.

certain user account and they obtain the corresponding user’s rights. Nevertheless, this option can not specify fine-grained access control policies. Community Authorization Service (CAS) [37] solves this problem delegating fine-grained access control policy management to the user community itself. Each TV channel maintains authority over its resources and grants their use to any other institution as a whole. Each TV channel is who restricts their users the rights in a fine-grained way. In this way, GCViR uses CAS and GSI as security infrastructure.

Nevertheless, it is still required to develop policies to assure an environment of confidence and reliability. In this work, it means the application of a set of policies that makes it possible to store video data in a set of resources in which clients trust, e.g. those belonging to their corresponding commercial alliances regarding data ownership. In this way, a client can fix a list of TV channels (VOs) and/or resources as requirement to the broker, that should choose among them.

However, security has also to be provided in a different sense. TV channels can limit access to their resources because of different reasons, such as resource overload or the existence of
service level agreements (SLAs) with other TV channels. Thus, it is required to define the system allows the definition of policies to state the way clients can access video data (paying for this service in case it applies). In order to allow a TV channel to control client access, a list for all video data is created in which the access rights of every VO and/or client can be defined following the SLAs among different TV channels. The same public-key certificates used in GSI are used for the purposes of identification. The access permission list will be exported together with video data to the broker. When the broker receives a request of a client who does not have rights to access video data in a certain resource, this one will be directly removed from the candidates list to carry out the operation.

Logically these two protection levels can work simultaneously. In the first step, elements would be restricted according to client requirements. Later on, user rights to carry out the operation in each selected storage element will be checked. Then, the usual decision process continues only with the elements fulfilling both restrictions.

5.2. A broker-based approach

Grid computing does not follow a centralized approach. Focusing on the specific problem, each TV channel has a local administration and security policy and controls the access to their own resources. As a consequence, this shared environment is highly dynamic. Nevertheless, video retrieval services should be distributively accessed across several TV channels. To maintain a global vision of the resources, a broker is needed. Although several generic brokers [22, 11, 9, 57] have been developed in the state-of-the-art, no one has been designed for video storage and retrieval.

The broker is very useful in any grid infrastructure in order to determine to which extent the user requirements are met and how efficiently the underlying resources are utilized. It is possible to take advantage of the service-based vision of grid technology with the aim of making transparent the interaction between clients and grid elements. Specifically, in WSRF, WS are stateless, but they explicitly manage stateful resources. The resource state is defined by different parameters named WS-Resource Properties in WSRF’s terminology. WS-Resource Properties can be published using MDS for each grid element. Any broker, in the case that has rights to access its MDS published information, can know and discover these resources and access them by using its EndPoint Reference (EPR) [40]. The EPR uniquely identifies a particular resource, including the location of the grid element where it is.

Thus, if an intrinsic association between video shots and resource are established, this method enables the discovery of video shots by means of MDS. WS-Resource Properties can be used to store meta-information about the video shot.

Therefore, all shots can be discovered using WSRF mechanisms:

1. The meta-information of each resource, which represents a video shot, is published by the grid element.
2. Resources are automatically discovered by the broker thanks to MDS. In this way, the broker can know all the EPRs associated with video shots at a given moment. It is possible to access the shots using these EPRs.

In this way, the inherent characteristics of grid environments, like heterogeneity, distributed resources, scalability, and the involvement of multiple administrative domains, are solved by the broker. However, a single broker could be a system bottleneck and a single point of failure due to the large number of grid resources that may be involved. A peer-to-peer protocol [34, 15] is used to address this problem. Firstly, it is possible to achieve reliability by means of broker redundancy. The replication of the broker in other machines provides fault-tolerance, following the idea of a reliable peer-to-peer topology [60]. Nevertheless, this redundancy involves a cost: the network bandwidth decreases because of the higher number of messages transmitted to inform brokers and the workload increases because of processing required to send and receive these messages. Thus, our proposal uses a broker hierarchy due to the shown drawback. This hierarchical structure allows increasing the system scalability by reducing the number of brokers. This idea is gathered from a peer-to-peer point of view in [32].

Once the external broker operations have been characterized, we define its internal design in depth. A broker must contain three components [56]:

1. A resource discovery system: it is aware of available services and current state of grid elements.
2. A matchmaking system: it is in charge of selecting the available candidate elements that match the client’s requirements according to the state of the resource.
3. A decision making system: the broker chooses the best grid elements from the previously selected candidates regarding certain algorithm.

GCViR is a system-broker approach as it can be seen in Figure 5. Following its design, the decision making logic is included into the broker instead of into the clients. This means more client simplicity. They can take advantage of the grid, but the broker hides them its complexity. This way, most of the operations are performed by the broker instead of the client. Among other operations, the broker carries out both vertical and horizontal compositions. As a consequence, the developed broker has a matchmaking and decision making system involving two dimensions: vertical and horizontal. In this sense, the broker selects the appropriate services to do each necessary upload process depending on the client needs. Furthermore it points out some services that have the same functionality to be accessed in a parallel way in order to improve the performance.

On the other hand, the retrieval process requires a better efficiency since journalists demand access video data at once to analyze it. Thus, this process takes higher relevance than the upload one. The broker aims to distribute the number of video shots among heterogeneous grid elements according to their features to provide an efficient retrieval. In this way, all elements should take a similar time to make a video retrieval regardless of their computing and communication capacities. The idea is that any grid element has to wait for the rest of elements providing an efficient access. Therefore, the aim of the decision making is to minimize
the response time of video retrieval avoiding situations where resources are overloaded in comparison with other elements.

Thus, the broker defines a proper distribution of video shots or work allocation for each video upload that takes into account the system heterogeneity. The distribution of shots during a video upload is optimal if there are no significant changes in the behavior of each element of the system. Since it is expected that this kind of storage and retrieval system does not change its usual behavior because of the way documentalists use it, the grid element parameters can be \textit{a priori} obtained\footnote{A priori models work with a previous learning phase where the system is analyzed. These methods try to infer the model that manages the system behavior and the approximated values of the control variables.}. In this case, shots are distributed according to the mathematical model explained in the next section. On the other hand, in case the behavior changes, the parameters have to be recalculated. This means an automatically redistribution of the video shots among grid elements fulfilling the new optimal distribution.
5.2.1. Work allocation model

Let \( G_1...G_n \) be a set of grid heterogeneous elements in which it is possible to obtain the following parameters:

- **Computing power** \( (P_i) \). It is defined as the expected number of video shots per unit time that a grid element \( G_i \) can process. \( P_i \) includes CPU time (to compare signatures and sort data), disk access time and service execution time\(^\dagger\). Instead of aggregating values, an accurate way to measure this parameter is through the sequentially monitoring of the video retrieval operation over the resource taking an average value. The total computing power of the system is the sum of all of them:

\[
P = \sum_{i=1}^{n} P_i
\]

- **Communication time** \( (C) \). It is defined as the communication capabilities of the environment. Since all elements transmit the same amount of information to the broker (signatures), it is possible to experimentally obtain \( C \) by evaluating the communication between the broker and the rest of grid elements. In this way, \( C = C_1,...,C_n \) represents the average time to send a certain number of signatures from \( G_i \) to the broker.

- **Workload** \( (W) \). The workload is represented by the number of video shots that are stored in the system. Each grid element has a workload proportional to its computing power and communication capability named \( W_i \). It is stated that:

\[
W = \sum_{i=1}^{n} W_i
\]

- **Storage capacity** \( (S) \). This is a limiting factor representing the number of video shots that a grid element \( G_i \) can store. The storage capacity available on each node is stored in a vector \( S = S_1,...,S_n \).

A work allocation model can be fixed according to the parameters shown above. The objective of this model is to obtain the optimal distribution or work allocation \( X_i \) so every grid element \( G_i \) spends the same time \( T \) to process a video retrieval request of \( K \) shots. The following equations are raised (where \( W_i \) are the shots stored by \( G_i \) and \( K \) is the number of shots that are going to upload to the system):

\[
T = \frac{W_i+X_i}{P_i} + C_i
\]

\[
K = \sum_{i=1}^{n} X_i
\]

\(^\dagger\)The use of Globus as infrastructure, e.g. by using WS GRAM, implies an overhead.
$P_i, C_i$ and $W_i$ can be obtained using the proper monitoring and known by the broker using MDS that provides information about the available resources in the grid and its state. The unknown quantities are determined by $X_i$ and $T$. The equation system of $n + 1$ unknown quantities and $n + 1$ equations is solved for obtaining the suitable $X_i$.

Finally, it is required to consider the storage capacity checking that each node can store the assigned video shots ($X_i \leq S_i$). If so, $S_i$ is updated. If that not be the case, it is necessary to solve again the system equation setting the value $X_i$ to the storage capacity, i.e. $X_i = S_i$.

Anyway, it is important to notice that the system is able to keep on optimally distributing after non-permanent faults on resources, appearance of elements and so on (in some cases it is required to obtain a new optimal distribution).

6. Evaluation

This section analyzes in depth the performance and different benefits of the proposed approach. This analysis aims at proving the viability of approach and demonstrating the efficiency of the proposed work allocation model. We get to extract some interesting conclusions that assert our proposals by means of this analysis.

Systems evaluations are often made in unusual conditions, mainly due to two different reasons: (i) systems are evaluated through simulations; (ii) the test environment is different from the deployment environment. In order to properly evaluate the system, we have tested it in a real environment. Our testbed consists of several heterogeneous resources geographical distributed through Spanish scientific wide area network, named RedIRIS, over the Comunidad de Madrid (Spain). Resources belong to different sites with different administrators and security policies:

- Arquitectura y Tecnología de Computadores (DAC) Department at the Universidad Rey Juan Carlos (URJC). It is located at the Escuela Técnica Superior de Ingeniería Informática of the URJC (Mostoles, Spain). Its resources are a shared memory multiprocessor (DAC1) composed of 8 processors Intel Itanium 2 1.5GHz with 16 GB of RAM memory and an Intel Pentium III 450 MHz node (DAC2) with 128 MB of RAM memory.

- Lenguajes y Sistemas Informáticos I (LS) Department at the URJC. It is located at the Escuela Técnica Superior de Ingeniería Informática of the URJC (Mostoles, Spain). It shares an Intel Pentium IV 2.66GHz node (LS1) with 256 MB and an Intel Pentium IV 2.4GHz node (LS2) with 1 GB of RAM memory of RAM memory.

- Arquitectura y Tecnología de Sistemas Informáticos Department at the Universidad Politécnica de Madrid (UPM). It is located at the Facultad de Informática of the UPM (Madrid, Spain). Its resources are two clusters UPM1 and UPM2, each one composed of 8 nodes. The nodes of the first one are Intel Xeon 2.40GHz with 1 GB of RAM memory. The nodes of the second one are Intel Xeon 3.0GHz nodes with 2 GB of RAM memory.
Centro de Investigaciones Energéticas, Medioambientales y Tecnológicas (CIEMAT). It is located at the Centro de Moncloa of the Ciudad Universitaria de Madrid (Madrid, Spain). It shares a cluster (CIEMAT1) composed of 3 Intel Xeon 2.40GHz nodes connected by a Gigabit network.

Arquitectura de Computadores y Automática Department at the Universidad Complutense de Madrid (UCM). It is located at the Facultad de Informática of the UCM (Madrid, Spain). Its resources are 2 Intel Xeon 2 GHz nodes (UCM1 and UCM2) with 2 GB of RAM memory.

These sites are part of the research initiative of grid in the Comunidad de Madrid (GRIDIMadrid). For this evaluation, each site can be viewed as a TV channel. Figure 6 shows the grid testbed configuration. An Intel Pentium IV 2.4GHz computer with 2 GB of RAM memory located at the URJC has the role of the broker.

An a priori study of the testbed operation revealed the different computing and communication capacities shown in Table I. Each resource presents different values stating the testbed heterogeneity.
Table I. Computing and communication capacities of testbed elements

<table>
<thead>
<tr>
<th>Resource</th>
<th>P</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>DAC1</td>
<td>228.1</td>
<td>0.31</td>
</tr>
<tr>
<td>DAC2</td>
<td>133.14</td>
<td>0.52</td>
</tr>
<tr>
<td>LS1</td>
<td>228.78</td>
<td>0.3</td>
</tr>
<tr>
<td>LS2</td>
<td>200.92</td>
<td>0.24</td>
</tr>
<tr>
<td>UPM1</td>
<td>202.11</td>
<td>0.44</td>
</tr>
<tr>
<td>UPM2</td>
<td>210.61</td>
<td>0.29</td>
</tr>
<tr>
<td>CIEMAT1</td>
<td>223.73</td>
<td>0.51</td>
</tr>
<tr>
<td>UCM1</td>
<td>199.01</td>
<td>0.33</td>
</tr>
<tr>
<td>UCM2</td>
<td>207.69</td>
<td>0.42</td>
</tr>
</tbody>
</table>

In order to validate our proposal several experiments have been designed for knowing and testing the system operation. 100 executions have been performed for all experiments. The values measured are its average response time. Experiments have been led with two different video shot distribution in order to compare them to show the benefits of our proposal. The first one, named work allocation (WA), distributes the workload taking into account the computing and communication capacities of each grid resource, as described in the distribution model proposed in Section 5.2. The second one does not take into account if resources are heterogeneous or not. This way, the shots are equally distributed (ED) among the elements available.

6.1. VU service results

This service has been tested deeply by uploading several videos to the system. Table II shows two examples of how the WA and ED distributions work for uploading 128,000 and 1,024,000 video shots to the system. The system previously stores 65,000 video shots. As it can be seen in an ED approach all resources store the same size of video data whereas in the proposed WA model each resource stores a data volume according to its computing and communication capacities.

For this experiment we have measured the response time of each specialized service involved in the VU service when using both a single grid resource and the 9 available ones applying or not WA. Table III shows data collected for this experiment. For the configuration with a single resource a couple of runs have been made, one with DAC2 and another one with LS1. These nodes have been chosen taking into account that DAC2 is the node with the lowest computing power and LS1 is the highest.

As it has been stated before, we have develop a parallel version of the SBD service. In the testbed this service is always run in DAC1, a shared memory multiprocessor with 8 processors.
Table II. Shot distribution over the testbed using WA vs. ED

<table>
<thead>
<tr>
<th>Resource</th>
<th>128K shots with ED Distribution DB size (GB)</th>
<th>1024K with ED Distribution DB size (GB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DAC1</td>
<td>15,959 109.09</td>
<td>127,392 435.56</td>
</tr>
<tr>
<td>DAC2</td>
<td>9,203 62.91</td>
<td>74,246 253.47</td>
</tr>
<tr>
<td>LS1</td>
<td>16,013 109.46</td>
<td>127,778 436.91</td>
</tr>
<tr>
<td>LS2</td>
<td>14,075 96.22</td>
<td>112,230 383.78</td>
</tr>
<tr>
<td>UPM1</td>
<td>14,102 96.4</td>
<td>112,838 385.67</td>
</tr>
<tr>
<td>UPM2</td>
<td>14,712 100.57</td>
<td>117,600 402</td>
</tr>
<tr>
<td>CIEMAT1</td>
<td>15,613 106.73</td>
<td>124,911 426.94</td>
</tr>
<tr>
<td>UCM1</td>
<td>13,866 94.79</td>
<td>111,087 379.61</td>
</tr>
<tr>
<td>UCM2s</td>
<td>14,456 98.82</td>
<td>115,918 396.07</td>
</tr>
</tbody>
</table>

Table III. Breakdown of time consumed for the VU service

<table>
<thead>
<tr>
<th>Num. nodes</th>
<th>SDB</th>
<th>SE</th>
<th>$T_{S3}$</th>
<th>RFT</th>
<th>GRAM</th>
<th>KFE</th>
<th>FE</th>
<th>$T_{S3}^{seq}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>9 with WA</td>
<td>1.183.5</td>
<td>6.1</td>
<td>114.6</td>
<td>153.6</td>
<td>402.0</td>
<td>118.0</td>
<td>0.7</td>
<td>674.4</td>
</tr>
<tr>
<td>9 with ED</td>
<td>1.183.5</td>
<td>6.1</td>
<td>122.7</td>
<td>189.9</td>
<td>430.1</td>
<td>134.4</td>
<td>0.7</td>
<td>755.3</td>
</tr>
<tr>
<td>1 (DAC2)</td>
<td>1.183.5</td>
<td>6.1</td>
<td>1287.8</td>
<td>155.8</td>
<td>345.9</td>
<td>749.0</td>
<td>2.3</td>
<td>1253.1</td>
</tr>
<tr>
<td>1 (LS1)</td>
<td>1.183.5</td>
<td>6.1</td>
<td>415.8</td>
<td>61.3</td>
<td>236.6</td>
<td>105.3</td>
<td>0.5</td>
<td>403.8</td>
</tr>
</tbody>
</table>

That is the reason why the SBD time is the same for the 4 configurations. As shown in previous work \[52\], this represents a speedup value around 7 for 8 processors, which in fact means that if this process is done sequentially it would take around 8,400 seconds.

As shown in the SBD service, the SE service is done in the same multiprocessor so the time consumed is again the same for all the configurations. The following column ($T_{S3}$) represents the effective time taken to do the rest of the upload process, that is, the RFT, WS GRAM, KFE and FE services which conform the step 3 in Figure 3.

Sequential times are shown in the right side of the table. The RFT, WS GRAM, KFE and FE sequential times have been individually measured in each resource for each service. The aggregated time of all resources is shown in the table. Finally the last column ($T_{S3}^{seq}$) shows
the sequential time for the step 3 mentioned before. This value is obtained by adding the four RFT, WS GRAM, KFE and FE sequential times. These values allow us to analyze the benefits of the horizontal composition.

As it can be seen $T_{S3}$ using 9 nodes with WA (114.6) represents a time reduction $(1 - (T_{S3}/T_{S3}^{seq}))$ of 83% against its sequential time $T_{S3}^{seq}$ (674.4). In the case of an ED approach using 9 nodes the time reduction is 83.75%. The time reduction for ED is higher since there is much more room for improvement because the response time is worse than with WA. Furthermore, it should be noted that in distributed heterogeneous environment like a grid, worse resources are penalizing the best ones. Otherwise, the improvement could be higher. As expected if we do the same comparison in the single resource configurations we can see that there is no reduction at all because this configuration does not take advantage of the horizontal service composition. The slight differences are due to the way the time is monitored. All these results state that the improvement obtained thanks to the horizontal composition is very meaningful.

On the other hand, it is possible to obtain how much faster horizontal composition is when using 9 nodes than a corresponding execution in a single grid resource. Comparing the consumed time of the WA configuration using 9 grid elements and a single resources a 11.23 speedup (1287.8/114.6) is achieved vs. DAC2 and a 3.63 (415.8/114.6) vs. LS1. The difference between speedups is due to the different characteristics of each grid resource, being DAC2 the one with the worse performance and LS1 the opposite case. In case of using an ED approach the speedup obtained vs. DAC2 is 10.49 and a 3.38 vs. LS1. Again, we can see horizontal composition of services benefits the video accesses when several grid elements are used in parallel. Nevertheless, it should be noted that the speedup obtained for the WA distribution is higher than the achieved by the ED approach. Although the proposed work allocation model only aims to improve the video retrieval stage, in the case that the system is loaded enough, as it occurs in this test, the proposal improves the operation of a equally distributed upload.

### 6.2. VR service results

This section presents two different experiments to evaluate both the performance and the scalability of the grid environment.

The first experiment has two aims. Firstly, it tries to establish how the number of shots in the system affects the response time. Secondly, it proves that the achieved times are in the range of what an interactive service should perform. For this purpose the number of resources used has been fixed and we have varied the number of shots stored in the system (from 500 to 1,024,000).

Figure 7 shows the results collected for this experiment. First, it should be noted that the achieved response times are under a minute in all cases. This can be considered good enough for an interactive retrieval system like the one proposed. The experiments collected values for a database containing from 500 and up to more than a million, representing an increase of
200 times the initial database size. Nevertheless, the response times increased from 12 to 43 seconds, which means a factor of 4. This is mostly due to the fact that the communication overhead is almost constant and thus it has a higher impact when the workload is small (especially the workload is very small when the FC is run in the developed parallel version [5] in a compound element, like a cluster). However, from these experiments it can be stated that performance achieved is satisfactory and meets the goals presented previously, offering good level of scalability when increasing the number of shots managed.

On the other hand it can be observed that for a limited number of shots the response times remain very similar. This is due to the fact that most of the response time is taken by the communication overhead of the middleware used (Globus in this case). Nevertheless, it can be seen a small gain of using the WA model which takes into account the heterogeneity of the system. Moreover, when increasing the number of shots stored in the system, the communication overhead remains almost constant and the response times increment are due to the actual retrieval process. In this case, the use of the WA approach has a higher impact achieving 41% time on the retrieval process less than the ED approach. These results show that high importance of having into account the degree of heterogeneity when distributing the shots.

The second experiment tries to evaluate the scalability of the system when increasing the number of nodes available, and thus, increasing the global workload. For this purpose response times of different configurations of the system have been measured. In this case the different configurations vary the number of nodes used for the retrieval process from 1 to 9. 128,000 shots are stored in the system if all elements are working. Otherwise, only the proportional
Table IV. Retrieval response using subsets of nodes.

<table>
<thead>
<tr>
<th>Num. nodes</th>
<th>Random with WA</th>
<th>Random with ED</th>
<th>Best-to-worse with WA</th>
<th>Best-to-worse with ED</th>
<th>Worse-to-best with WA</th>
<th>Worse-to-best with ED</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8.86</td>
<td>9.72</td>
<td>4.96</td>
<td>3.57</td>
<td>15.13</td>
<td>19.96</td>
</tr>
<tr>
<td>2</td>
<td>11.03</td>
<td>12.00</td>
<td>3.77</td>
<td>3.63</td>
<td>14.96</td>
<td>20.67</td>
</tr>
<tr>
<td>3</td>
<td>12.45</td>
<td>13.10</td>
<td>4.31</td>
<td>3.90</td>
<td>15.46</td>
<td>19.28</td>
</tr>
<tr>
<td>4</td>
<td>12.93</td>
<td>14.49</td>
<td>4.14</td>
<td>4.13</td>
<td>15.82</td>
<td>19.76</td>
</tr>
<tr>
<td>5</td>
<td>13.67</td>
<td>14.32</td>
<td>6.54</td>
<td>6.23</td>
<td>18.38</td>
<td>24.77</td>
</tr>
<tr>
<td>6</td>
<td>15.06</td>
<td>20.15</td>
<td>6.53</td>
<td>6.67</td>
<td>19.12</td>
<td>24.49</td>
</tr>
<tr>
<td>7</td>
<td>15.73</td>
<td>17.05</td>
<td>6.46</td>
<td>6.11</td>
<td>14.94</td>
<td>20.21</td>
</tr>
<tr>
<td>8</td>
<td>16.21</td>
<td>18.57</td>
<td>7.55</td>
<td>7.80</td>
<td>15.90</td>
<td>19.89</td>
</tr>
<tr>
<td>9</td>
<td>16.36</td>
<td>21.39</td>
<td>15.79</td>
<td>20.21</td>
<td>15.50</td>
<td>19.16</td>
</tr>
</tbody>
</table>

part to this volume and the number of resources is stored among the selected grid elements. Thus, when a node is added the global workload is proportionally increased.

For this experiment, the following configurations have been used:

- Random: for each execution, the nodes involved are picked randomly from the whole set available.
- Best-to-worse sorting: The nodes are sorted by their computing power and they are added in the same order. In this way when using just one node the most powerful one will be used, when using two, the two most powerful will be used, and so on.
- Worse-to-best sorting: This configuration is similar to the previous one but this time doing a reverse sorting of the computing power.

Table IV collects the results obtained. In most of the experiments it can be seen that the results achieved using WA are better than the ones without it. This proves the big advantage for the scalability of having into account the heterogeneity of the system.

From the randomly selected configuration it can be deduced that in fact the response time increases when adding new nodes to the system. This is a logical behavior due to the overhead of the communications involved. However, it should be noted that when a node is added to the system it also increases the size of the database, that is, the workload of the system. A system is considered scalable when its response time increase is lower or equal than the linear increase expected due to the growth of the workload. For our system this relationship is depicted in Figure 8. It can be observed that in our case the increment is quite below linear, which in fact means it has very good scalability properties.

Analyzing the results of the best-to-worse sorting it can be observed that response time when using a small number of nodes are outstanding and the increment suffered adding a new node is almost negligible compared to the increment of the database size managed. However, this
tendency is broken when adding the worst node. In this last case, the communication overhead increases rapidly making the response time worse. The proposed WA model mitigates this effect but even tough it is still quite important. From this data it can be concluded that the slowest nodes penalize the performance of the whole system. In the same way, it seems that it would be more efficient to use a smaller system with powerful nodes. This statement is also confirmed by the results of the worst-to-best sorting configuration.

7. Conclusions and future work

The work in this paper has pointed out the amount of problems that arise due to the way TV channels work. However, these problems can be solved using current high performance computing solutions. Specifically, grid technology can yield significant contributions taking into account the distributed and dynamical nature of the information.

To the authors knowledge the is not any other work tackling this problem except the one already presented by the authors [53]. A large number of improvements have been now introduced in a new prototype: the work allocation model which allows taking into account the heterogeneity of the system as well as taking advantage of it to improve response time; parallelization of the most time consuming services; the increase of the number of services and their functionality or a more exhaustive experiment set.
The proposed solution opens a new range of possibilities in the way work is done nowadays, proposing new functionalities and solving the problems explained in Section 1. In this way, a highly dynamic and optimized grid-based system has been proposed. In order to make it feasible it has been based in four key concepts: collaboration, efficiency, scalability and security.

From a qualitative point of view the system contributes with new functionalities which cannot be carried out in today’s work model. It helps the development of a collaborative work environment based on the agreements achieved by different organizations or a market-oriented model which can consider renting or selling resources, services and information. It allows to give remote access to information. For example, national channels can access information provided by local news centers, that otherwise they could not cover. Another advantage is the economical savings companies can benefit of. This savings can come from different sources: time saving, sharing computation resources which would be expensive to buy, or just the simple fact of sharing information which allows having less copies of the same data.

Efficiency has been proved by experimental results in Section 6. The proposed system is interactive and allows processing in seconds what nowadays takes hours. The work allocation model presented enables taking into account the inherent heterogeneity of this kind of systems and optimize its performance. On the other hand, a parallel implementation of the most time consuming services has been used [52, 5]. It allows these services to run in parallel, both in cluster or shared memory architectures, achieving almost linear speedup figures.

Scalability is a fundamental property in this case because it can be said these systems needs will increase in the near future. Previous experiences in other fields show this tendency will not stop growing from a computational point of view, since the increase of digital processing possibilities will also cause an increase on computing needs, as well as from a storage point of view since day by day new video contents are produced and have to be stored.

Joining efficiency and scalability allows establishing a maximum response time not affected at all by the amount of information to be managed. In case of a great workload the broker can establish response times are over a threshold. At that point new resources can be added and then the broker can perform a new distribution of workload so the response time is again under the desired maximum.

Both GSI and CAS guarantee the system security. Each participant can define its own security policies and restrict user access following them. This way, real collaboration is possible without compromising each organization privacy. This makes it easier to develop in a future a market-oriented model in which access to resources is charged.

There are pending tasks to be considered for future work. Firstly, a grid is a dynamic environment prone to faults because of its heterogeneity and decentralization characteristics. In this way, data replication is one of the keys to ensure the availability of video data access services avoiding reliability problems. The main difficulty of data replication in grid environments is to choose the set of replication policies that manages the system. The inherent
variability of the environment makes it difficult to choose a guideline that optimizes the process. Moreover, environment conditions can change suddenly worsening the performance. Therefore, it should be advisable to define a self-adaptive approach that allows the system to overcome grid changes readjusting their replication policies.

On the other hand, we are working on improving the broker scalability. To do that, we plan to study in depth whether it is better a hierarchical solution or a completely distributed one. Another aspect that could improve the system’s performance under additional workload would be to add a dynamical workload balancing algorithm so unloaded nodes help most loaded ones to carry out their work along certain periods of time.
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