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Abstract

The SMILE project main aim is to build an efficient low-cost cluster based on
FPGA boards in order to take advantage of its reconfigurable capabilities.
This paper shows the cluster architecture, describing: the SMILE nodes,
the high-speed communication network for the nodes and the software en-
vironment. Simulating complex applications can be very hard, therefore a
SystemC model of the whole system has been designed to simplify this task
and provide error-free downloading and execution of the applications in the
cluster. The hardware-software codesign process involved in the architecture
and SystemC design is presented as well. The SMILE cluster functionality is
tested executing a real complex Content Based Information Retrieval (CBIR)
parallel application and the performance of the cluster is compared (time,
power and cost) with a traditional cluster approach.
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1. Introduction

The last two decades have seen the great impact that Commodity Off-
the-Shelf (COTS) clusters and open source software have had in High Perfor-
mance Computing (HPC). However, todays technology face serious problems
to be able to scale up with the computing problems that can get even worse.
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Power consumption, heat dissipation and integration at all levels can be the
biggest challenges of the next generations of supercomputers. High Perfor-
mance Reconfigurable Computing (HPRC) arrived as a new approach that
put together the best of two worlds: the hardware design on FPGAs and
the parallel processing [1] [2]. This new approach has the ability to combine
both the parallelism of tasks and data coarse-grain, as well as the instruc-
tion level on-FPGA fine-grain [3]. This has to be true when all the major
players in high performance systems have developed these type of products
(for instance the SGI RASC100 [4] or the Cray XD1 [5]). One of the main
drawbacks of these products is the high price per unit.

This paper details a new HPRC architecture proposal from the SMILE
(Scientific Parallel Multiprocessing based on Low Cost Reconfigurable Hard-
ware) project, as well as a new framework for developing applications with
commercial FPGA boards [6]. This HPRC architecture tries to take advan-
tage of all the FPGAs capabilities, including the Hard Core Processors (able
to run OS like Linux). In this way, SMILE can combine parallelism and
distributed memory with a cluster of FPGA-based reconfigurable hardware.
Other important distinctive characteristics of the SMILE proposal are the
low power consumption, the scalability, the low cost of the FPGA and the
small space required for the cluster. Another important commitment of the
project is the code portability: SMILE is able to run any parallel application
based on the MPI library. This allows these applications to migrate without
changing anything in terms of communications and to easily change the com-
putationally challenging software tasks for their equivalent hardware tasks
in order to improve the performance.

There are similar approaches in the literature. For example, the RCC
(Reconfigurable Computing Cluster) project studies the economic viability
of FPGA-based clusters [7] [8] [9]. AFRL Rome project built the first het-
erogeneous computer based on FPGAs [10], with a cluster with the reconfig-
urability of adaptive computing systems into a 48 node heterogeneous high
performance computer (HHPC). Cathey et al [11] proposed reconfigurable
data-flow architecture interconnected with a scalable network, able to exploit
fine and coarse grain parallelism through the use of a data-flow processing
model. Also it has a linear interconnect scalability through the use of a direct
network, and the ability to reuse pre-compiled processing elements through
the use of pre-computed PE/PN lookup tables. The RAMP (Research Ac-
celerator for Multiple Processors) project works on the definition of the next
generation of software and hardware tools to research in computer architec-
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ture [12]. This project uses a custom platform named Berkeley Emulation
Engine 2 (BEE2), that provides a large amount of FPGA fabric, DRAM
memory, and high bandwidth I/O channels on one board. Another example
is the Cube Project [13] that presents a 512 FPGA cluster made up of eight
boards with 64 FPGAs each, suitable for large scale parallel applications, like
massively parallel cryptographic key crackers, stochastic Cellular Automators
(SCA), physics or financial simulations. COPACOBANA is another parallel
architecture based in 120 low-cost FPGAs and is able to perform an exhaus-
tive key search of the Data Encryption on different algorithms [14]. Finally,
Interconnect Systems Inc. [15] has the Nallatech FPGA Accelerated Com-
puting series with two Xilinx Virtex-5 FPGAs LX330T, SX240T or FX200T,
an 1x Intel Xeon processor and four banks of DDR-IT SRAM memory.

Other tools and techniques has been developed for aiding the speedup of
tasks applications with FPGAs, for example El-Araby et al [1, 16] proposes
virtualization where they use partial runtime reconfiguration for switching
the different hardware functions programmed in the FPGA, therefore mul-
tiplexing the FPGA resources along the time. These kind of tools allow
to the designer anticipate the reconfigurable behavior of the system, FPGA
resources etc.

What makes the SMILE Project different from the other approaches is
that SMILE provides a whole framework to develop parallel applications
that use well-established standards like MPI and a communication infras-
tructure for the cluster nodes that increases the usability of the cluster [17].
A semiautomatic design flow using SystemC was developed for helping in
the design flow over SMILE. The functionality has been tested on a real
complex Content-based Information Retrieval (CBIR) parallel application
(search and retrieve of multimedia data based on their own content [18])
and the performance of the cluster has been compared (time, power and
cost) with a traditional cluster approach. The results have confirmed our
theoretical expectations.

2. Content-Based Image Retrieval.

The content-based image retrieval is an application of computer vision
for the problem of searching digital images in large databases. To find an
specific image is necessary to compare it to every single one of the database
images. This comparison requires a computational effort that when apply to



long databases implies a great amount of time. Acording to the Yoo et al.
[19] definition of Content-based Image Retrieval (CBIR):

Let the N images in the database be X = xy,..., Xy. Each image
x; will have an associated feature vector f; which contains the relevant
information required for measuring the similarity between images. Let
N feature vectors associated with N images be F' = fi,..., fy. Let T
represent a mapping from the image space onto the n-dimensional feature
space, f;,i.e., T :x — f, wherex € X and f € F.

The similarity between two images x; and z; can be measured using
similarity function d(f;, f;) which describes the distance between the fea-
ture vectors, f; and f;. The choice of this similarity function is critical
and domain-dependent. The problem of retrieval can then be posed as fol-
lows: Given a query image, q retrieve a subset of images M from the image
database X = z1,...,2y, M C X such that d(T(q),T'(m)) <t, meM
where t is a user-defined threshold.

Wavelet transforms, and specially the Haar transform, have become a
powerful tool in object recognition. They can be seen as a reformalization of
multiresolution methods from the 80’s [20, 21]. The information they provide
is quite similar to the one obtained from Fourier-based techniques, but taking
advantage of working with local information and using base functions with
compact support. Wavelet transform coefficients show variations in object
features at different resolution or scale levels ([22-24]). Roughly speaking,
detail coefficients of the wavelet transform of an image can be considered as
a contour extraction process of the objects appearing on it, while analysis
coefficients behave in a different way: the lower the resolution level, the more
homogeneous the regions they produce. An example is shown in Figure 1.

To represent the color information of the original image at different reso-
lution levels, the energy of the analysis coefficients (labelled “A” in Figure 1)
and the diagonal detail ones (labelled “D” in Figure 1) has been computed,
since the energy remains invariant at each resolution level. The associated
feature vector, called signature is then the result of linking together the en-
ergy values from all resolution levels and considered regions. Additionally,
working in RGB color space means to apply this process over each one of the
color planes of the image. The whole process results in a vector of 42 ele-
ments. Then, the similarity function chosen is a minimum distance classifier
based on Euclidean distance. Further details can be found in [25].
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Figure 1: Non-standard transformation of an image.

3. The SMILE Cluster Architecture

SMILE cluster is made up of 32 FPGA nodes and a host computer moni-
toring the cluster operation and sharing its hard disk through the net provid-
ing storage to the nodes. Currently each node consists of a Diligent XUPV2P
Board. This board has been selected for its low price, low power consump-
tion and high performance. The board includes a Xilinx V2P30 FPGA with
two PowerPC 405 microprocessors, and 8Multi-Gigabit transceivers that are
used for the boards high speed communication. The hardware implemented
in the FPGA logic can be connected to the PowerPC processor through
the on-chip peripheral bus (OPB). The board also contains the peripherals
needed to develop complex applications like DDR-SRAM controller, System
ACE controller (for compact flash memories) and RS232 interface. With
all these elements it is possible to run a complete Linux kernel inside the
PowerPC microprocessor, using all the programs and libraries available for
this operating system. The main tool needed for the SMILE Cluster is a
MPI implementation that allows managing the cluster communication using
a standard API. For the initial versions of SMILE we used a standard MPI



implementation, more precisely LAM/MPI, which is freely available in the
web. The overhead introduced by this version of MPI was unacceptable (in
the order of 46 seconds only to execute the processes remotely in all the
nodes. Due to that problem we have developed our MPI implementation
called SMPI. It is a lightweight implementation of the MPI standard. The
SMPI library offers the possibility of sending the data between the nodes
using the Ethernet connection or through the Rocket 10s included in the
board.

3.1. Network

The network is a critical point for any parallel architecture. The FEth-
ernet network interface provided by Xilinx is not fast enough to support
cluster communications, so this network interface is used only used for man-
agement tasks. The Diligent XUP-V2Pro board includes three SATA sockets
connected to the FPGA Multi Gigabit Transceivers (MGT) to support high
speed communications. The management of these transceivers is simplified
by using the Aurora core provided by Xilinx. This core is able to send and
receive data up to 10Gbps through a serial interface, but in the Digilent
board this speed is limited to 1.5Gbps. This communication channel can
now be use in the SMILE Cluster thanks to the new interface developed for
the Aurora Core and the Linux operating system. The developed interface,
called SMILE Communication Element (SCE), has two goals: 1) appear as
a conventional network resource in Linux and make the use of the core from
the SMPI library easier, and 2) provide network routing between the boards.
The SCE hardware decides the route to be followed by the packet to reach
its destiny.

As shown in figure 2, the SCE has the following elements:

e Three Aurora cores provided by Xilinx, one for each communication
interface. Since the board has three connectors, the SCE includes one
Aurora core for each one to manage the data exchange on that link.

e Send and Receive FIFOs to store the packets to be sent and received.
The SCE has three FIFOs for each Aurora core, therefore nine FIFOs.
One FIFO stores the data to be sent, another one stores the received
data for the current node and the last one is a buffer that stores the
data to be routed to a different node when is busy.
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Figure 2: SCE architecture.

e Logic to take the routing decisions and the data exchange between the
three Aurora cores. The routing algorithm selects what would be the
channel to route the data to the appropriate destination.

There is a hierarchical network topology with all the nodes in groups of
four, called SMILE Block Element (SBE). Every node in the SBE is con-
nected to its SBE neighbors with a bidirectional channel. In this hierarchical
fashion, every SBE is connected to its neighbors, so their respective nodes
can communicate to each other. Therefore, an SMILE cluster of 32 nodes
has a network length of 13 steps. The routing for this topology is quite
straightforward. If the package destination is in the working node, the pro-
cessor delivers. If not, the SCE selects which of the other two interfaces is
the appropriate to use. When the destination is in the same SBE, the ad-
dress can be smaller that the working node, so the package is sent back to
the previous neighbor, or higher, so the package is sent to the next node.
When the destination is in a different SBE, the data goes to the next SBE
neighbor to carry on to its final destination. All the information needed by
the routing algorithm (working node address, neighbors, SBE neighbor, etc.)
is set up in the SCE by the Linux driver during the system start-up.

4. Modeling SMILE cluster in SystemC.

Developing and debugging a SMILE application is a hard task because
there is not an available standard way to simulate the whole system with all
its interactions. In order to simplify the development of SMILE applications
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a SystemC framework has been developed to let us simulate the whole cluster
with the associate hardware running in parallel. The main idea is to start
with a high level model of the system and refine it down to the final design
that will be implemented on the nodes. In the SMILE application context,
the entry point is a parallel application using an MPI library that needs to be
accelerated by custom hardware. These are the step to get to a synthesizable
model of the system:

e Development of a SystemC model of the system for the cluster from
the MPI application. An SMILE application SystemC model is an
MPI application that runs as a SystemC thread. Using the mpirun
command is possible to run a set of SystemC models in parallel which
communicate data through the MPI primitives. This model is totally
equivalent to the original application.

e Design of the high level model of the hardware needed to accelerate the
application. This is then added to the SystemC system model. This
high level model is a functional implementation of the final hardware
used to speed-up the application. The connection between the software
and the hardware model is done through untimed sc_fifo channels as
shown in figure 3.

e Refinement of the model down to an RT-level synthesizable implemen-
tation.

e Redesign of the communication link between software and hardware. A
SystemC model of the PLB customized interface (PLBCI) is connected
to the RT model. The PLBCI is a hardware block which communicates
the PowerPC processor with the IP-Cores implemented in the FPGA
through the PLB bus. It supports many possibilities as DMA | interrupt
driven or register-based communications. The SystemC PLBCI model
implements all these possibilities and allows connecting the RT model
to the MPI application as in the final system implementation.

e Replacement of the functions used by the MPI Application to com-
municate with the hardware with the functions provided by Xilinx to
communicate with the IP-Core through the PLBCI (figure 4).

When the system is validated:
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Figure 4: SystemC model ready to be synthesized.

1. The MPI Application is compiled for the platform using the Xilinx
libraries.

2. The hardware is translated to Verilog using a tool developed by the
authors of the paper, called sc2v, freely available at:
http : | Jwww.opencores.org/projects.cgi/web/sc2v /overview

3. The hardware is connected to the realModeling SMILE cluster in Sys-
temC PLBCI interface into the EDK environment.

4. The system is synthesized and the bitstream, ready to program the
FPGAs, is generated.

5. Implementation of the CBIR

This section describes the heart of the CBIR system, which is the signa-
ture (a vector of some features that represents the content of the images), as
well as the processes involved in serving a users query. The search for images
contained in a CBIR system can be broken down into the following stages:

1. Input/query image introduction. The user first selects a 128 x 128 pixel
bidimensional image to be used as a search reference. Then the system
computes its signature.



2. Query and DB images signature comparison and sorting. The signature
obtained in the previous stage is compared with all the DB images sig-
natures using a metric based on the Euclidean distance. The identifiers
of the p most similar images are extracted.

3. Results display. The following step is to assemble a mosaic made up of
the selected p images which shall then be presented to the user as the
result of the search.

In order to implement this application in the SMILE architecture a top-
down methodology has been followed, with three main phases:

1. Parallelization of the application on a distributed memory multicom-
puter, based on the paradigm of concurrent processes and message
passing.

2. Hardware/Software co-design to define which pieces of the application
will be developed on the FPGA, based on a specific hardware processor
and which other pieces will be developed on software.

3. SystemC development flow as explained in section 4 .

5.1. Hardware/Software Co-design.

The implementation of the CBIR algorithm in the SMILE cluster is a
hardware-software codesign problem. The CBIR algorithm design phases
are the following:

e Data delivery. The information is transferred from the main memory
to the peripheral. All the needed signatures are loaded in the memory
when the system boots. When a new search begins, all the signatures
from memory are sequentially sent to the coprocessor through DMA
channel.

e Distance calculus: The data that comes from memory is compared with
the patron signature. This comparison is made based on the subtract
of each byte of the signature with the corresponding patron byte and
accumulating the difference.

e Comparison and sorting. The resulting distance is compared with the
previous results. If the resulting distance is smaller than the previously
calculated distances, the signature is added to a buffer where the 15
best results are stored in order.
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e Merge results. When the comparisons of all nodes end, the 15 best
results of each one are sent to the neighbor node using the high speed
interface. In the destination node the results are merged with its own
results obtaining the 15 best results of those nodes. The result is sent
again to the next node doing the same process. At the end the first
node sends the 15 best results of the whole cluster to the host PC.

In this case is not difficult to identify which parts of the algorithms are im-
plemented in software and which ones are selected for the FPGA logic. The
data delivery is done by the PowerPC processor that programs the DMA
interface to sequentially dump the signatures database in the coprocessors
input. The coprocessor then performs all the calculus, comparison and sort-
ing. The DMA channel is able to deliver 64 bits per cycle, which represents
2 integers that can be processed in parallel. To get a significant acceleration
using the SMILE cluster against a standard microprocessor based cluster is
important to work on fixed point numbers on the FPGA. The original CBIR
algorithm works with floating point numbers, but it was checked that using
integer numbers with 32 bits precision the results are the same. After pro-
cessing all the elements of the image database the data are sent back to the
PowerPC processor that is in charge of the merge process.

5.2. Coprocessor Architecture.

The coprocessor architecture to calculate the distance between the signa-
tures and order the results is shown in figure 5. The developed hardware has
five blocks:

e PLB Custom Interface (PLBCI). This interface was created to allows
the peripheral registers to be mapped in the PowerPC memory space,
and a DMA controller memory transfer between the internal FIFOs
and the main system memory.

e Signature. This block is a 42 words length register, accessible via the
PLBCI interface that stores the signature that is going to be compared
with the data base.

e Distance Calculus. A euclidean distance is calculated with two signa-
tures, one to be compared and other that comes from the memory, it
is subtracted word by word and the difference is accumulated.
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Figure 5: Coprocessor Architecture.

e Comparison and sorting. This block compares the result from the dis-
tance calculation with the previous results. If the comparison result
is one of the 15 best, it is loaded in the buffer in its corresponding
position.

It is important to notice that these tasks can be processed separately, so
the whole process can be pipelined to increase the performance of the system
processing two words per cycle.

The coprocessor must be connected to the system bus to allow the Pow-
erPC processor to send the data to be processed. The images signatures are
sent to the coprocessor by DMA transfer. For that purpose the whole infras-
tructure required for DMA transfers in the SMILE nodes has been developed
from scratch. This infrastructure includes the hardware side connected to
the PowerPC system bus that manages the memory transfers, and the Linux
driver that manages all the process from the operating system point of view.
Using these mechanisms the CBIR application is able to access the DDR
memory of the board in bursts, processing almost one 64 bit word per cycle
to the coprocessor. The signatures are stored in a 128MB buffer in the DDR
memory. To create a buffer of 128MB of contiguous memory physical mem-
ory in Linux we used a Kernel patch called bigphysarea that allow to reserve
a amount of system memory before Linux kernel memory system starts. Af-
ter deciding the partitioning and establishing the coprocessor architecture all
the design was carried out following the SystemC design flow presented in
section 4. At the end of the flow we obtain a SystemC synthesizable version
of the coprocessor ready to interact with the PLBCI and the MPI application
that will run on the PowerPC.
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6. Architecture Evaluation

6.1. Experimental Setup

With the objective of evaluating the SMILE architecture a set of tests
has been performed with the parallelized CBIR implementation presented in
section 5. In these tests the SMILE architecture is compared with a high
performance cluster architecture, called CALDERON. This is an HP Cluster
with up to 134 processors connected with Gigabit Ethernet. The cluster is
made up of 1 Front-end HP Proliant DL 380 Third Generation bi-processor;
15-node HP Proliant DL 145 (first generation), with two 2.2 GHz AMD
Opteron 248 processors and 4 GB of main memory; and 20 HP Proliant DL
145 (second generation) with four 1.8 GHz Dual Core AMD Opteron and 8
GB of main memory. Only 32 processors were used, that is 8 HP Proliant
DL 145 2nd generation machines. For the experiments each processor are
referred as a node in order to compare to each SMILE node.

In order to prove the portability features, the parallelized implementation
used in these tests is the same for both architectures. The only difference
between the two cases is that the Verilog code of the SMILE version is re-
placed by software functions. Therefore the communication patterns and
the communication functions are the same in both implementations. This
implementation has been developed using C and LAM/MPI 7.1.1 library.

The tests collect the response time measurements for the parallelized ver-
sions of the algorithm both in the HP cluster and the SMILE architecture.
Two kind of tests have been developed, with different size and DB distribu-
tions. In all the experiments several results for different numbers of nodes
and DB sizes have been measured.

Table 6.1 shows the communication times for different packet sizes and
different jumps in the routing process. The performance of the SCE-based
network get worse when the size of the packet grows. Also the number of
nodes that a packet has to cross, does not increase the communication time
dramatically.

6.2. Experimental Results

In the first experiment a constant number of signatures for each com-
putational node was defined. Therefore, the size of the DB is different for
each configuration, and will be calculated as the number of signatures per
node multiplied by the number of nodes in the cluster. In this way, all the
nodes must use the same amount of time performing for the computations,
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Figure 6: Response time of the first experiment.

Size of packet in bytes

256 512 1024 2048

Ethernet [ms] 2 2.1 2.3 2.6
SMILE d=1 [ms] 0.4 0.5 0.7 1.4
SMILE d=2 [ms] 0.4 0.6 1.1 2.1
SMILE d=3 [ms] 0.45 0.61 1.2 2.3
SMILE d=4 [ms] 0.5 0.62 1.3 2.4

Table 1: Communication time in SMILE for different packet size.

whatever the size of the cluster. Hence, the differences in the response times
for each cluster size will be due to the communication overhead. Figures 6(a)
and 6(b) show the statistics of several configurations increasing the DB size
for the cluster and the SMILE architecture, respectively.

In the second experiment, the total size of the DB is constant for all of
the configurations. Hence for each system’s configuration, each of the nodes
computes a number of signatures which can be calculated as the DB size
divided by the number of nodes in this configuration. Therefore, the larger
the configuration is, the smaller the response time should be. Figures 7(a)
and 7(b) respectively, show the results obtained in traditional cluster and
SMILE architecture.

Analyzing the results presented in the previous figures, it is worth to
highlight that the response times of architecture SMILE are better than the
obtained with the cluster, for all the tests performed (for all the configura-
tions and DB sizes). The achieved speedup is shown in 8, where it is possible
to notice that the speedup of the SMILE architecture grows with the number
of nodes in the configuration. However, with respect to the size of the DB,
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Figure 7: Response time of the second experiment.

the best speedups are those with the smaller sizes, although the variation is
much less remarkable.

The results presented in the first experiment (Figure 6) show an increase
in response times in both architectures with respect to the number of nodes.
This behavior is a consequence of the strong impact of the communication
overload, which is far bigger that the computation time. However, as shown
in figure 6, the increase in the SMILE architecture is smaller than in the
HP cluster and with a smaller slope. This behavior is also shown in the
speedup figures, and is the reason of the linear increase of the speedup with
respect to the number of nodes. This implies that the SMILE architecture
has better scalability features than the HP cluster in this application and for
these communication patterns.

In the second experiment the size of the DB is constant for all the con-
figurations. Therefore, increasing the number of nodes, the response times
should be smaller. This is what it happens in the SMILE architecture as can
be observed in the figure 7. This increase in the performance is more remark-
able for greater sizes of the DB. Nevertheless, in cluster the response times
grows whatever the number of nodes. Again, the communication overload is
greater than the advantage of using more nodes to do the calculation.

In view of the above we can point out that the SMILE architecture offers
better features (both in performance and scalability) that those of the cluster,
for the CBIR application.

With respect to the power consumption some measurements have been
made in both architectures. As for the cluster, each of the nodes consumes
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Figure 8: Speedup of the SMILE architecture vs. the cluster.

about 500 W of power. Each one of these nodes has four processors, thus
to reach a 32-processor configuration, it is necessary to use only 8 nodes,
with a total consumption of about 4,000 W. Additionally, the communica-
tions switch consumes 500 W. Therefore the total power consumption of the
cluster is around 4,500 W. On the other hand, the measurements performed
in the FPGA cards show that each of the cards consumes about 5,59 W and
therefore the total power consumption of the SMILE architecture is around
179 W. In view of the above, it is possible to conclude that the power con-
sumption of the SMILE architecture is a 3.9 % with respect to the cluster.

7. Conclusions and Future Work

The last two decades have seen the emergence of Beowulf-class comput-
ers (clusters of commodity off-the-shelf hardware and Open Source software),
which in combination with tremendous gains in single-chip processors, have
had a profound effect on High-Performance Computing (HPC). Over half of
the fastest 500 computers on the TOP500 list identify themselves as clus-
ters. Even in an arena where speed is king, the marketplace still reflects a
sensitivity to cost.

On the other hand, despite the exponential growth of microprocessors,
it is not clear that current technology will scale in the future. Issues be-
yond simply raw computational speed (such as power, cooling, and physical
infrastructure) will become increasingly important. Just as important are
other issues that arise from the performance of key subsystems, such as the
bandwidth to primary storage, secondary storage, and networking.
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For this reasons High Performance Computing should take advantage of
all the technological and architectural opportunities that can improve the
performance of the future supercomputers. In this paper SMILE, a new
HPRC architecture based on a cluster of low-cost FPGAs boards is pro-
posed. The cards are interconnected by a specific design ring network with
Gigabit/s bandwidth. The most remarkable characteristics of this new ar-
chitecture are the low cost, the low power consumption and the low area
required for the cluster. It is also worth mentioning not only the high per-
formance and scalability of the SMILE cluster for specific applications, but
also the software portability for those parallel applications based on MPI,
that can take advantage of the reconfigurable hardware. In this sense the
architecture can execute MPI parallel applications, while taking advantage
of the FPGA reconfigurability and performance.

In order to test all the SMILE features, an MPI parallelized version of
a Content-Based Information Retrieval (CBIR) application has been devel-
oped. The application has been designed following a two-step methodol-
ogy: parallelization and Hardware-Software Co-design. In order to prove the
portability, the same application has been run on the SMILE architecture
and on a cluster, changing the Verilog code of the FPGA with software code.
The most important conclusions that could be extracted from the experi-
mental results presented in this paper are the following that the performance
and scalability of the SMILE architecture is better than the performance and
scalability of the HP cluster for the CBIR application. The speedups ranges
from around 2 to 9, and grows with the number of processors.

Future work in the subject includes more research in what are the best
suitable applications for the SMILE architecture and cluster.
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