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ABSTRACT

Dragonfly networks are composed of interconnected groups
of routers. Adaptive routing allows packets to be forwarded
minimally or non-minimally adapting to the traffic condi-
tions in the network. While minimal routing sends traffic
directly between groups, non-minimal routing employs an
intermediate group to balance network load.

A random selection of this intermediate group (denoted
as RRQG) typically implies an extra local hop in the source
group, what increases average path length and can reduce
performance. In this paper we identify different policies for
the selection of such intermediate group and explore their
performance. Interestingly, simulation results show that an
eager policy (denoted as CRG) that selects the intermediate
group only between those directly connected to the ongoing
router causes starvation in some network nodes. On the con-
trary, the best performance is obtained by a “mixed mode”
policy (denoted as MM) that adds a local hop when the
packet has moved away from the source router.

Categories and Subject Descriptors

C.1.2 [Multiprocessors]: Interconnection architectures

1. INTRODUCTION

Dragonfly interconnection networks are two-layered hier-
archical networks, introduced in [5] and employed in the
IBM PERCS [1]. They are organized as groups of routers.
Routers within a group are interconnected and behave as a
larger-degree router. The inter and intra-group interconnec-
tion networks could be anyone. However, a complete graph
which minimizes the number of hops has been considered in
most of the previous works [5, 4, 1, 2]. In this work we will
focus on that specific Dragonfly based on complete graphs.

Links connecting nodes within a group are denoted as local
(1) while links connecting groups are denoted as global (g).
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Figure 1: Example of a well-balanced Dragonfly size h = 2.

The Dragonfly topology is defined by three parameters a,
p and h. a is the number of routers per group, p is the
number of processing nodes per router and h is the number
of global links per router. A well-balanced Dragonfly has
been defined as the case with a = 2p = 2h [5]. An example
of such Dragonfly size h = 2 is shown in Figure 1. The
diameter in a Dragonfly based on complete graphs is 3, that
is, the longest path between any pair of nodes with minimal
routing is 3 hops, 2 of them local and 1 global: [ — g — .

Several routing policies have been proposed for these net-
works. Under certain traffic patterns, the global link in
the minimal path can suffer congestion, which makes non-
minimal routing profitable [5]. For example, adversarial traf-
fic ADV 4+ N, in which every node in group ¢ sends its traffic
to any node in group ¢ + N. Valiant routing [7] is a non-
minimal routing that selects an intermediate group to mis-
route each packet. The packet is first sent minimally to the
intermediate group, what is denoted as global misrouting.
Then, it is sent minimally to the destination node. Global
misrouting avoids congested global links, but increases the
path length to, at most, 5 hops: I — g — [l — g — [. Similarly,
congestion in local channels was studied in [2], with local
misrouting proposed to avoid congested local links in the
intermediate and destination groups. Adaptive mechanisms
choose between minimal or non-minimal routing to adapt
routing to changing traffic conditions.

When the inter-group topology is a complete graph with
just one link connecting every pair of groups, the selection



of an intermediate group is equivalent to the selection of one
global link in the source group. We will refer to this selection
process as the global misrouting policy. Since each router
in a group only connects to some few other groups in the
system, the selected global link can be directly connected to
the current router, or to a different neighbor router in the
group. Thus, the global misrouting policy conditions the
overall length of the path followed by the packet, saving or
imposing a local hop in the source group, what can affect the
performance of the network. It is also important that the
global misrouting policy balances the traffic properly across
all the network groups. However, as far as we know, this
selection policy has not been studied in detail before.

In this paper we make a detailed study of different global
misrouting policies that select an intermediate group for
non-minimal routing in a Dragonfly network. Specifically,
the main contributions of this paper are: 1) We describe
different global misrouting policies for Dragonfly networks,
highlighting their impact on two key aspects: the path length
and the traffic balance in the network. 2) We evaluate the
performance of the different policies by simulation, observ-
ing that an eager policy that misroutes traffic using only
the global links of the current router obtains the highest
throughput. 3) We identify a starvation problem in the pre-
vious policy, which is solved by another misrouting strategy.

The rest of the paper is organized as follows: In Section 2
we give an overview of the previous work related to global
misrouting in Dragonfly topologies. Section 3 describes sev-
eral global misrouting policies for the selection of an inter-
mediate group in Dragonflies. Section 4 describes the exper-
imental setup and presents the results obtained. Finally, in
Section 5 we discuss the main results and contributions.

2. RELATED WORK

Different routing mechanisms have been proposed for the
Dragonfly. The simplest ones are oblivious to the network
status. Minimal routing follows the shortest path between
each pair of nodes. Valiant routing [7], proposed for the
Dragonfly in [5], applies global misrouting to each packet
regardless the network status. PERCS allows the program-
mer to specify the intermediate group for each packet [1].

Adaptive routing mechanisms select the path of each packet
depending the network conditions. Two types of adaptive
routing mechanisms have been proposed: source and in-
transit (or on-the-fly) routing. Source routing mechanisms
determine the path of each packet at injection time. Exam-
ples of source-routing mechanisms are UGAL, Piggybacking
(PB) or CRT [4]. These mechanisms need to estimate the
congestion in the global links of the group to select between
a minimal or non-minimal routing for each packet. This
estimation typically relies on indirect information (for ex-
ample, the credit count in the outputs of other routers in
the group). For this reason, they are relatively complex and
slow in adapting to traffic changes.

In-transit adaptive routing mechanisms can decide to ap-
ply misrouting in each hop of a route. If the inter and intra-
group topologies are complete graphs, this means that a
global misrouting decision can be taken at injection time,
or after a first local hop in the source group. Progressive
Adaptive Routing (PAR, [4]) implements this solution for
global misrouting, what increases the maximum path length
in one hop, the first local hop in the source group before de-
ciding to apply global misrouting. OFAR [2] supports both
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Figure 3: MM policy: CRG applied to packets in the h in-
jection queues, and NRG to those in the 2h — 1 local queues.

in-transit local and global misrouting, with maximum path
length of 8 hops. The maximum path length is important
for several reasons: the maximum base packet latency, the
load of traffic that can accept the network, and the rela-
tion with the deadlock-avoidance mechanism used. All pre-
viously proposed deadlock-avoidance mechanisms are based
on an idea proposed by Giinther [3], which employs as many
virtual channels as hops in the longest allowed path. On the
contrary, OFAR employs a Hamiltonian ring with bubble
flow-control added to the base Dragonfly network.

Regarding the selection of the specific global link used for
global misrouting, previous works have used two alterna-
tives. Most proposals (including PB and PAR) have selected
the link randomly among all global links of the group, ex-
cept the minimal one. This is the policy that we will denote
as “Random router global”, or RRG. OFAR, by contrast,
makes a different selection depending on the location of the
packet: at injection time, global misrouting is only allowed
on the global outputs of the source router; after a first hop,
global misrouting is allowed on any global port of the group,
except the ones in the current router. We will later denote
this policy as “Mixed mode” (M M).

3. GLOBAL MISROUTING POLICIES

In this section we will study the possible policies that can
be applied for global misrouting selection. We will consider
two different figures of merit: path length and load balance.
We start by the simplest case; source-routing mechanisms
that determine at injection time if global misrouting is ap-
plied. When the packet is still in an injection port of the
source router, once decided that a packet will be misrouted,
the path length to its destination node will be the same no
matter through which global link of the current router the
packet is misrouted. However, the selection of a global link
connected to a neighbor router implies a path length increase
of one local hop. Three different policies can be considered:

¢ Random-router Global (RRG): The global link is
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Figure 4: Latency and throughput under adversarial +2 traffic (ADV+2)

chosen randomly among any global link in any router
at the source group.

e Current-router Global (CRG): The global link is
chosen randomly among those in the current router.

e Neighbor-router Global (NRG): A neighbor router
in the group is randomly chosen; the global link is ran-
domly chosen among the ones in that neighbor. Unlike
RRG, this explicitly forbids the global links of the cur-
rent router.

Figure 2 shows the behavior of the mechanisms RRG,
CRG and NRG. We have denoted as Rout—min the router
that contains the global link that corresponds to the min-
imal path. Global misrouting with C RG would only allow
the global links in the source router Rsource. RRG allows
any global link in the group (including the ones in Rsource
and Rout—min) while NRG allows only neighbor routers.

These policies balance traffic across all global links in the
group. This is obvious for RRG, in which every router in
a group can use all global links in the group to misroute
packets. When all the routers in the network use NRG
or CRG for misrouting, all the global links will be used
for misrouting with the same probability. However, N RG
requires a local hop in the source group before reaching the
global link to misroute the packet, and RRG almost always
does. By contrast, C RG saves this local hop. Thus, CRG
appears as the best option for source routing.

When in-transit routing mechanisms are considered (PAR
and OFAR), global misrouting can be also selected after
a first minimal hop, when the packet is in a local input
queue of Rout—min. In this case, the same three policies
might be applied. However, depending on the traffic pat-
tern not all routers in the group will receive the same traf-
fic from other routers. Specifically, under adversarial traf-
fic patterns (ADV), Rout—min is the same one for all pack-
ets in the group. In this case, applying CRG to in-transit
traffic would concentrate all the traffic in the global links
of Rout—min. Such problem would not occur when using
RRG or NRG, as the packets would be misrouted through
global links connected to other routers in the group instead
of through Rout—min. But again, that would require addi-
tional local hops. However, we do not necessarily have to use
the same misrouting policy for in-transit traffic and packets
in injection queues. Specifically, we will define the following;:
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e Mixed-Mode (MM): CRG is applied to packets at
the injection queues and NRG to packets at the transit
queues.

This M M policy is depicted in Figure 3. It balances traf-
fic across all global links in the group, since both CRG in
the source router and N RG in the Rout—min router balance
traffic across all links. Even when we consider adversarial
traffic, the packets that are first sent minimally to Rowt—min
and then misrouted do not compete for the global nonmini-
mal queues against the packets directly injected in Rout—min:
N RG is applied to packets in the local queues moving them
away from Rout—min, while CRG is applied to those in the
injection queues.

4. SIMULATION RESULTS

In this section we present performance results obtained
by simulating a Dragonfly network with 5256 computation
nodes and 876 routers of 24 ports (parameter h = 6), with
12 routers and 72 nodes per group. We employ an in-house
developed single cycle simulator, which accurately models
Valiant routing (VAL) as defined in [5], Piggybacking rout-
ing (PB) as defined in [4], and OFAR routing as defined in
[2]. Both VAL and PB employ the RRG misrouting policy;
in OFAR we have implemented both CRG and M M to eval-
uate their performance with an in-transit adaptive routing
mechanism. Also, we have evaluated both models with and
without support for local misrouting; denoted as CRG and
MM (without local misrouting), and CRG+L and MM +L
(with local misrouting). We model an input FIFO buffered
Virtual Cut-through (VCT) router with latencies of 10 cy-
cles in local links and 100 cycles in global ones, similarly to
previous works [6, 2]. Packet size is 8 phits, and the size of
local and global queues is 32 and 256 phits respectively.

We measure the average latency and throughput over a
long period, after 20,000 network warm-up cycles. Each
point in the plots shows the measured value for a given of-
fered load in phits/(node-cycle). Figures 4a and 4b show la-
tency and throughput results under adversarial traffic ADV+2.
With this traffic, every node in group 4 sends its traffic to a
node randomly chosen among all nodes in group 7 + 2.

Latencies in Figure 4a show that, while both M M mod-
els behave as expected, CRG and C'RG + L suffer a huge
increase in their average latency even for very low loads.
Despite this problem, C RG obtains better throughput than
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router in a group.

the corresponding M M models, as presented in Figure 4b.
Both Valiant and PB provide worse latency and throughput
than the M M models.

The latency problem of CRG can be clearly observed in
Figure 5a. As explained in Section 3, when using an in-
transit routing mechanism (we employ OFAR) CRG does
not properly balance load across all global links. Specifically,
the router denoted as Rout—min (the one with the global
port corresponding to the minimal path) receives most of
the load. A relative starvation problem is present. Figure 6
shows the number of packets sent by nodes on a given group
under load 0.20. Router 11, acting as Rout—min in this case,
can inject much less packets during the same time. Similarly,
the latency of its packets (not depicted) is higher due to the
long wait at the injection queues. Figure 5b confirms that
the latency increase is due to the delays in local and injection
queues.

Despite the congestion in Rout—min, CRG is the mech-
anism that obtains higher throughput in Figure 4b. Once
Rout—min is congested, most of the packets from other routers
in the group will be sent non-minimally using global links of
their own routers. Thus, most paths will have only 4 hops
g—1l—g—1, reducing contention in local links that can limit
performance and decreasing average latency.

5. CONCLUSIONS

Our study has formally presented different policies for
global misrouting in adaptive routing for Dragonfly net-
works. Such policies should focus on load balance and path
length reduction. When in-transit routing is used, we have

identified that the CRG policy introduces load imbalance
which causes performance degradation in the nodes in some
routers under adversarial traffic. By contrast, a mixed pol-
icy denoted as M M regains the balance by sending traffic
out of the congested router, while saving the first local hop
when misrouting is applied at injection time.
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