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Abstract. In this paper we present an extension of a result in [2] about
a discrepancy bound for sequences of s-tuples of successive nonlinear
multiple recursive congruential pseudorandom numbers of higher orders.
The key of this note is based on linear properties of the iterations of
multivariate polynomials.

1 Introduction

The paper [2] studies the distribution of pseudorandom number generators de-
fined by a recurrence congruence modulo a prime p of the form

un+1 ≡ f(un, . . . , un−m+1) (mod p), n = m− 1,m, . . . , (1)

with some initial values u0, . . . , um−1, where f(X1, . . . , Xm) is a polynomial
of m variables over the field IFp of p elements. These nonlinear congruential
generators provide a very attractive alternative to linear congruential generators
and, especially in the case m = 1, have been extensively studied in the literature,
see [1] for a survey.

When m = 1, for sequences of the largest possible period t = p, a number
of results about the distribution of the fractions un/p in the interval [0, 1) and,
more generally, about the distribution of the points(

un
p
, · · · , un+s−1

p

)
(2)

in the s-dimensional unit cube [0, 1)s have been obtained, see the recent series of
papers [3, 5–8] for more details. In the paper [2], the same method for nonlinear
generators of arbitrary order m > 1 is presented. In particular, the paper [2]
gives a nontrivial upper bound on exponential sums and the discrepancy of
corresponding sequences for polynomials of total degree d > 1 which have a
dominating term (see Theorem 1 and Theorem 2 in that paper). As in [2], we
say that a polynomial f(X1, . . . , Xm) ∈ IFp[X1, . . . , Xm] has a dominating term
if it is of the form

f(X1, . . . , Xm) = ad1...dmX
d1
1 · · ·Xdm

m +

d1−1∑
i1=0

· · ·
dm−1∑
im=0

ai1...imX
i1
1 · · ·Xim

m



with some integers d1 ≥ 1, d2 ≥ 0, . . . , dm ≥ 0 and coefficients ai1...im ∈ IFp with
ad1...dm 6= 0. We denote by DT the class of polynomials having a dominating
term.

In this paper we extend Theorem 1 and Theorem 2 of [2] to a very large
class of polynomials, including arbitrary polynomials of degree greater than one
with respect to the variable Xm, that is, polynomials f with degXm

(f) > 1.
This question appears in [2] as an important open problem. This note is based
on properties about composition of multivariate polynomials which could be of
independent interest.

The paper is divided into three sections. In Section 2 we study the behaviour
of the polynomials under composition. Then Section 3 we extend the result of
[2]. Finally, in Section 4 we pose some open problems.

2 Iterations of Multivariate Polynomials

Let IK be an arbitrary field and let f be a polynomial in IK[X1, . . . , Xm]. As
in the paper [2], we consider, for k = 1, 2, . . ., the sequence of polynomials
fk(X1, . . . , Xm) ∈ IK[X1, . . . , Xm] by the recurrence relation

fk(X1, . . . , Xm) = f(fk−1(X1, . . . , Xm), . . . , fk−m(X1, . . . , Xm)),

where fk(X1, . . . , Xm) = X1−k, for k = −m+ 1, . . . , 0.

In this section we will give sufficient conditions for the polynomial f such
that the polynomial sequence fk, k = −m + 1, . . . , is linearly independent. In
order to prove this we can suppose, without loss of generality, that IK is an
algebraically closed field. A central tool to study this sequence of polynomials is
the following ring homomorphism :

φ : IK[X1, . . . , Xm]→ IK[X1, . . . , Xm]

defined as: φ(X1) = f and φ(Xk) = Xk−1, for k = 2, . . . ,m.

Lemma 1. With the above notations, we have the following:

– φj(fk) = fk+j, for j > 0 and k = −m+ 1, . . . , 0, 1, 2, . . ..

– The polynomial f has degree greater than zero with respect to the variable
Xm if and only if φj is an injective map, for every j ≥ 1. In particular, the
{fr, fr+1, . . . , fr+m−1} are algebraically independent, for all r ≥ −m+ 1.

Proof. The proof of the first part it is trivial by the definition of the rinh ho-
morphism φ.

On the other hand, we have that φ is injective map if and only if its kernel
is trivial, that is, φ is injective if and only if

{p ∈ IK[X1, . . . , Xm], φ(p) = 0} = {0}.



If p ∈ IK[X1, . . . , Xm], then φ(p) = p(f,X1, . . . , Xm−1); so p = 0 if and only if
{Xm−1, . . . , X1, f} are algebraically independent. If degXm

(f) > 0 thenXm is al-
gebraically dependent over IK(f,X1, . . . , Xm−1). Consequently {Xm−1, . . . , X1, f}
are algebraically independent over IK if and only if we have degXm

(f) > 0.
Finally, by the first part, we see that φr+m(Xm−j) = fr+j , for j = 0, . . . ,m−

1. Now, the claim follows by induction on r. ut

We say that a multivariate polynomial f(X1, . . . , Xm) ∈ IK[X1, . . . , Xm] is
quasi-linear in Xm if it is of the form f = aXm + g where 0 6= a ∈ IK and
g ∈ IK[X1, . . . , Xm−1]. We denote by NL the class of non quasi-linear in Xm

polynomials of degree greater than zero with respect to the variable Xm. So,
the class NL is the set of all polynomials except the polynomials which do not
depend on Xm and the quasi-linear polynomials.

Lemma 2. Let f be an element of NL. Then any finite family of the polyno-
mials fk, k = −m+ 1, . . . , 0, 1, . . ., is linearly independent.

Proof. We prove it by induction onm. Form = 1 it is obvious, because the degree
is multiplicative with respect to polynomial composition. Now, we assume that
degXm

(f) > 0 and we suppose that we have a nonzero linear combination:

arfr + ar+1fr+1 + · · ·+ ar+sfr+s = 0, (3)

where aj ∈ IK and ar 6= 0. We claim that Xm ∈ I, where I is the ideal in the
polynomial ring IK[X1, . . . , Xm], generated by:

I = (X1, . . . , Xm−1, f̄),

with f̄ = f − f(0, . . . , 0).
By Lemma 1, φr+m−1 is an injective map and

φr+m−1(f−m+1) = φr+m−1(Xm) = fr.

Applying the inverse of φr+m−1 to equation (3), we obtain:

arXm + ar+1Xm−1 + · · ·+ ar+sfs−m+1 = 0. (4)

We show that f̄t = ft − f0t ∈ I, where f0t = ft(0, . . . , 0). By the uniqueness
of the classical euclidean division

f = (X1 − f0t−1)g1 + r1(X2, . . . , Xm)

and
r1(X2, · · · , Xm) = (X2 − f0t−2)g2 + r2(X3, . . . , Xm).

Now, by recurrence, we have:

f = (X1 − f0t−1)g1 + · · ·+ (Xm−1 − f0t−m+1)gm−1 + (Xm − f0t−m)gm + g0,

where gi ∈ IK[Xi, . . . , Xm], i = 0, . . . ,m.



Since, ft = f(ft−1, . . . , ft−m) we have that g0 = f0t . Now, by induction on t,
we will show that f̄t ∈ I, for t > 0. In order to see that, we observe that

ft = f(ft−1, . . . , ft−m)) =

= f̄t−1g1(ft−1, . . . , ft−m)) + · · ·+ f̄t−mgm(ft−1, . . . , ft−m)) + g0.

Then, f̄t = ft − g0 ∈ I.
Using the equation (4), we have:

arXm = −a−1
r (ar+1Xm−1 + · · ·+ ar+sfs−m+1).

And have just proved thatXm ∈ I. So, there exist polynomials wi ∈ IK[X1, . . . , Xm],
i = 1, . . . ,m, such that

Xm = X1w1 + · · ·+Xm−1wm−1 + f̄wm,

then Xm = f̄(0, . . . , 0, Xm)wm(0, . . . , 0, Xm). As consequence, we can write f as
follows:

f = X1h1 + · · ·+Xm−1hm−1 + αXm + β, (5)

where hi ∈ IK[Xi, . . . , Xm], (i = 1, . . . ,m − 1), α, β ∈ IK and α 6= 0. Now, we
consider the polynomial

H = f(X1, . . . , Xm−1, Y )− f(X1, . . . , Xm−1, Z) ∈ IK[X1, . . . , Xm−1, Y, Z].

We claim there exists a zero (α0,1, . . . , α0,m−1, β0, γ0) ∈ IKm+1 of the polynomial
H, with β0 6= γ0. In order to prove this last claim, we write the polynomial f as
univariate polynomial in the variable Xm with coefficients bj in the polynomial
ring IK[X1, . . . , Xm−1], for j = 0, . . . , s, that is, f = bsX

s
m + · · ·+ b1Xm + b0, for

j = 0, . . . , s and bs 6= 0. So,

H = bs(Y
s − Zs) + · · ·+ b1(Y − Z).

If a such zero does not exist, then the zero set of h coincides with the zero
set of the polynomial Y − Z. Since Y − Z is an irreducible polynomial in
IK[X1, . . . , Xm−1, Y, Z], then by the Nullstellensatz theorem, (see for instance
[4] ) H is a power of Y − Z, i.e., there exists a positive natural number t such
that H = γ(Y − Z)t, where 0 6= γ ∈ IK. We have the following:

bs(Y
s − Zs) + · · ·+ b1(Y − Z) = γ(Y − Z)t.

From this polynomial equality, we obtain that s = t. Since γ(Y − Z)s is a
homogenous polynomial, then bs(Y

s − Zs) = γ(Y − Z)s. Now, from (5), we get
that s = 1 and f must be b1Xm + b0, that is, f is a quasi-linear polynomial in
Xm. By the assumption f ∈ NL, this is a contradiction.

Finally, we evaluate the left hand of the polynomial equality (4) in the point
P0 = (α0,1, . . . , α0,m−1, β0), we obtain:

arβ0 + . . .+ ar+m−1α0,1 + ar+mf(P0) + · · ·+ ar+sfr+s−m(P0) = 0. (6)



We also evaluate (4) in the point Q0 = (α0,1, . . . , α0,m−1, γ0) and we obtain:

arγ0 + · · ·+ ar+m−1α0,1 + ar+mf(Q0) + · · ·+ ar+sfr+s−m(Q0) = 0. (7)

We observe that fk(P0) = fk(Q0) for all k ≥ 0. Thus, subtracting the equa-
tion (7) from the equation (6), we get ar(β0 − γ0) = 0. Again, this is a contra-
diction and, the result follows. ut

We can also extend the above result to another class of polynomials. We say
that a multivariate polynomial f(X1, . . . , Xm) ∈ IK[X1, . . . , Xm] of total degree
d, has the dominating variable X1 if it is of the form

f = adX
d
1 + ad−1X

d−1
1 + · · ·+ a0

where d > 0 and ai ∈ IK[X2, . . . , Xm], with ad 6= 0. We denote by DV the class
of polynomials having the dominating variable X1.

Lemma 3. With the above notations, for polynomial f ∈ DV the total degree of
the polynomial fk is dk, k = 1, 2, . . .. In particular, if d > 1, any finite family of
the polynomials fk, k = −m+ 1, . . . , 0, 1, . . ., is linearly independent.

Proof. We prove this statement by induction on k. For k = 1 it is obvious.
Now we assume that k ≥ 2. We have

fk = adf
d
k−1 + ad−1(fk−2, . . . , fk−(m−1))f

d−1
k−1 + · · ·+ a0(fk−2, . . . , fk−(m−1))

We remark that for all

deg(ad−i) ≤ i, i = 0, . . . , d,

because deg f = d. Using the induction assumption we obtain

deg(ad−i(fk−2, . . . , fk−(m−1))f
d−i
k−1)

= deg(ad−i(fk−2, . . . , fk−(m−1))) + deg(fd−ik−1) ≤ idk−2 + (d− i)dk−1,

for all i = 1, . . . , d. On the other hand

deg(adf
d
k−1) ≥ deg(fdk−1) = dk.

Finally, we observe that dk > idk−2 + (d− i)dk−1 for all i = 1, . . . , d. ut

We have the following corollary:

Corollary 1. If f is a polynomial in IK[X1, X2] of total degree greater than one,
then any finite family of the polynomials fk, k = −m+ 1, . . . , 0, 1, . . ., is linearly
independent.

Proof. It is an immediate consequence of Lemmas 2 and 3 ut



We observe that any polynomial in the class NL has total degree greater than
one. On the other hand, if f is a linear polynomial, the sequence fk, k = 1, . . .,
is obviously linearly dependent.

The following examples illustrate that we have three different classes of
multivariate polynomial in m variables. The polynomial f = X2

1 + X2X1 has
dominating variable X1, that is, f ∈ DV, but it has not a dominating term,
f 6∈ DT . We also have, that f is not a quasi-linear polynomial in X2. Conversely,
g = X1X2 + 1 ∈ DT

⋂
NL, but f 6∈ DV. Finally, h = X2

1 +X2 ∈ DT
⋂
DV, but

h 6∈ NL.

3 Discrepancy Bound

We denote by T the union of the three classes T = DV
⋃
DT

⋃
NL.

Following the proof of Theorem 1 in [2], we note that the only condition
that they require is the statement of the above results. So, as a consequence of
Lemma 2 and 3 and Corollary 1 we have Theorem 1 and Theorem 2 of [2] for
polynomials f(X1, . . . , Xm) ∈ IFp[X1, . . . , Xm] with f ∈ T if m > 2 and for any
non-linear polynomial f if m = 2.

As in the paper [2], let the sequence (un) generated by (1) be purely periodic
with an arbitrary period t ≤ pm. For an integer vector a = (a0, . . . , as−1) ∈ Zs,
we introduce the exponential sum

Sa(N) =

N−1∑
n=0

e

s−1∑
j=0

ajun+j

 ,

where e(z) = exp(2πiz/p).

Theorem 1. Suppose that the sequence (un), given by (1) generated by a poly-
nomial f(X1, . . . , Xm) ∈ IFp[X1, . . . , Xm] of the total degree d ≥ 2 is purely
periodic with period t and t ≥ N ≥ 1. If m = 2 or f ∈ T , then the bound

max
gcd(a0,...,as−1,p)=1

| Sa(N) | = O
(
N1/2pm/2 log−1/2 p

)
holds, where the implied constant depends only on d and s.

As in the paper [2], for a sequence of N points

Γ = (γ1,n, . . . , γs,n)Nn=1

of the half-open interval [0, 1)s, denote by ∆Γ its discrepancy, that is,

∆Γ = sup
B⊆[0,1)s

∣∣∣∣TΓ (B)

N
− | B |

∣∣∣∣ ,
where TΓ (B) is the number of points of the sequence Γ which hit the box

B = [α1, β1)× . . .× [αs, βs) ⊆ [0, 1)s

and the supremun is taken over all such boxes.
Let Ds(N) denote the discrepancy of the points (2) for n = 0, . . . , N − 1.



Theorem 2. Suppose that the sequence (un), given by (1) generated by a poly-
nomial f(X1, . . . , Xm) ∈ IFp[X1, . . . , Xm] of the total degree d ≥ 2 is purely
periodic with period t and t ≥ N ≥ 1. If m = 2 or f ∈ T , then the bound

Ds(N) = O
(
N1/2pm/2 log−1/2 p(log log p)s

)
holds, where the implied constant depends only on d and s.

In particular, Theorems 1 and 2 apply to any non-linear with respect to X1

polynomial. Thus these are direct generalizations of the results of [5].

4 Remarks

We have extended the results of [2] to a very large class of polynomials, including
multivariate polynomials f such that degXm

(f) > 1. The only remain open
problem is for a subclass of polynomials of the form g(X1, . . . , Xm−1) + aXm,
where a ∈ IK×.

On the other hand, it would be very interesting to extend these results to
the case of generators defined by a list of m polynomials of IFp[X1, . . . , Xm]:

F = (f1(X1, . . . , Xm), . . . , fm((X1, . . . , Xm))

For each i = 1, . . . ,m we define the sequence of polynomials f
(k)
i (X1, . . . , Xm) ∈

IFp[X1, . . . , Xm] by the recurrence relation

f
(0)
i = fi, f

(k)
i (X1, . . . , Xm) = f

(k−1)
i (f1, . . . , fm), k = 0, 1, . . . .

So, for very k, we have the following list of m multivariate polynomials:

Fk = (fk1 (X1, . . . , Xm), . . . , fkm(X1, . . . , Xm)).

Now, the question is for what general families of polynomials F, for any two
numbers r and s with 0 ≤ r < s the polynomials fri −fsi , i = 1, ...,m, are linearly
independent.
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