LEARNING OBJECTIVES FOR PRELIM I

Monday, November 3, 10:15 – 11:15 AM
Numerical Errors  
1.  Be able to list sources of errors in numerical computations and describe the difference between absolute and relative errors and between true and approximate errors.

2.  Know the definitions of precision, accuracy and significant figures, and should be able to use them correctly to describe the errors in numerical calculations.

3. Know the definitions of truncation and roundoff errors and be able to distinguish between the two in simple calculations.

Floating Point Issues  

1.  Be able to describe how real numbers are represented in floating point using a mantissa and exponent, and why that representation has limitations on its range and resolution.

2.  Know what critical floating point operations are likely to result in significant loss of precision, and recognize when such loss occurs in actual calculations.

Taylor Series, Numerical Differentiation, and Truncation Errors  

1.  Be able to derive (and use) simple formulas for approximating derivatives of functions, and use Taylor series to determine the order of the truncation error.

2. Understand and know how to calculate error propagation in functions and the condition number of simple mathematical problems.

Root Finding Methods 
1.  Know the definitions, significant advantages and disadvantages (including likely precision of solutions, speed and reliability of algorithms, information required to start a search, and information required to implement the algorithms) of, and be able to apply the following one-dimensional rootfinding methods

Bisection
Newton-Raphson


False position
Secant


General one-point iterations

2.  Explain qualitatively the characteristics of convergence of these methods.

Systems of Linear Equations 
1. Know the fundamental steps for Gaussian elimination, Gauss-Jordan, LU, and Cholesky decomposition, and be able to solve small problems by hand.

2. Be able to explain the importance and value of partial pivoting, and of scaling, with Gaussian elimination.

3. Know the definition of a FLOP and be able to explain its importance, as well as use it in the comparison of alternative numerical algorithms, and estimate variations in run times with problem size.  

4. Students should know the number of FLOPS necessary to perform standard calculations (Gaussian elimination, Gauss-Jordan elimination, back-solving with a triangular matrix, LU decomposition, ...)
5. Be able to determine the number of FLOPS necessary to perform matrix computations other than the standard analyses included above.

6. Know the properties of vector and matrix norms.

7. Know how the condition number of a matrix can be used to predict the loss of significance in equation solving.

8. Know the steps in the Jacobi and Gauss-Seidel algorithms for the iterative solution of systems of linear equations; in particular they should know the difference between the two and their advantages.  Students should be able to perform both algorithms on simple problems.

9. Be able to explain when and why iterative solution methods may be better than direct solution methods (such as Gaussian elimination) for the solution of some systems of equations.  

10. Know how to use matrix norms to predict whether iterative solution methods will converge.  
Numerical Solution of Ordinary Differential Equations
1. Be able to recognize linear and non-linear differential equations, be able to categorize equations properly (e.g., initial value problems (IVP), boundary value problems (BVP), 1st order, 2nd order, etc.). 

2. For initial value problems, be able to use the forward Euler method and the trapezoidal method for solving first order IVP and know the order of convergence of both methods.
