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INTRODUCTION

• In-network congestion is
generated by output-port
contention, in which pack-
ets from multiple flows of
traffic coincide in the same
network link.

• Adaptive routing mecha-
nisms react to network con-
gestion in order to improve
latency and throughput, by
sending traffic using alter-
native uncongested paths.
Such approach has some
drawbacks, such as a rela-
tively high reaction time on
traffic changes, or requir-
ing that some traffic fills the
slow and congested queue.

• Under network congestion,
some areas of the net-

work accumulate multiple
packets that fill the router
queues, forming conges-
tion trees that stop trans-
mission and limit perfor-
mance.

• Congestion-detection typ-
ically relies in the credit
count of the output ports:
a small amount of available
credits is an indicative of
congestion, whereas a high
amount means that there is
no congestion.

• This work proposes a
mechanism for congestion
prevention through the use
of contention counters.

• We evaluate our proposal
in a Dragonfly network.

DRAGONFLY NETWORKS
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Figure 1: Dragonfly network displaying an
example of network contention that limits
throughput.

• A Dragonfly network is hierarchically
divided into 2 levels: the first level
is composed of multiple groups of
routers, with routers connected all-to-
all within a group; and the second

level connects the different groups in
an all-to-all topology. This network
has been proposed to achieve high
scalability in order to face exascale
computation needs.

• Minimal routing in this network only
permits one possible route between
any pair of given nodes. Non-minimal
routing is achieved through Valiant
misrouting: packets are sent to a
group randomly selected, and they are
routed minimally from there towards
the destination.

• Throughput in this network is highly
sensitive to traffic pattern, and its net-
work global links rapidly saturate un-
der adversarial traffic. This requires
an adaptive routing mechanism that
switches between the minimal route
and a non-minimal Valiant path.

CONTENTION COUNTERS
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Figure 2: Example of use of contention counters.
Packets at the head of an input queue increase
the counter corresponding to their minimal output.
When this counter exceeds a given threshold (in this
example, th = 3) traffic is diverted nonminimally.

• Contention counters are a set of counters
tracking the extent of the demand of each out-
put port, from the flows of traffic in the input
queues. There exists a counter associated with
each output port.

• A packet reaching the head of an input buffer
will increase the contention counter associated
to its minimal path, this is, the path without
misrouting.

• Contention is detected when such counter
exceeds a given threshold (th = 3 in the fig-
ure), and the traffic is sent nonminimaly us-
ing an alternative output port whose counter

is below the limit. Such port can be selected
randomly, according to the rules of each topol-
ogy, but its counter is not incremented by this
packet.

• Counters are decremented when packets
leave the input buffers completely. This tries
to avoid small values in the counters when
packet headers are not received concurrently,
that would lead to excessive incorrect estima-
tions.

EARLY PERFORMANCE RESULTS
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Optimal latency

Adversarial+1 traffic
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Optimal throughput

• Contention counters provide optimal latency under
uniform traffic, significantly better than the adaptive
mechanisms based on congestion estimation.

• Its throughput drops under uniform traffic, after reach-
ing the maximum level.

• Competitive latency in adversarial traffic. It is slightly
higher for low loads, in which there are not enough
packets in the input queues to reach the threshold level.
This effect disappears for larger loads.

• It reaches the maximum throughput under adversarial
traffic.
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ONGOING WORK AND CONCLUSIONS
The contention counters presented in this work are an appealing alternative for mis-
routing trigger in nonminimal adaptive routing mechanisms. Early evaluation re-
sults show that they obtain the optimal latency under UN and throughput under
ADV+1 traffic patterns. Ongoing work implies a more detailed evaluation of the
mechanism under transient and mixed traffic conditions, and alternative implemen-
tations which also consider congestion information.


