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Cerebro-1

● ¿Cómo es el tejido cerebral?
● ¿Cómo funcionan sus células?
● ¿El cerebro es un sistema serie o paralelo?
● ¿De dónde sale el conocimiento?
● ¿Dónde está en el cerebro? ¿Se puede ver?
● ¿Modelar neuronas reales es cómo de fácil?
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Cerebro-2
● ¿Cuántas neuronas tenemos en el cerebro?
● ¿Cómo se organizan las conexiones entre ellas?
● ¿Son todas las neuronas iguales o casi?
● ¿Qué ratio hay entre la estructura central de la neurona y sus 

ramificaciones?
● ¿En qué porcentaje del espacio las neuronas se 

superponen?
● ¿Cuál es la velocidad de transmisión de señal entre las 

neuronas?
● ¿El funcionamiento de una cierta neurona es siempre igual?







Definición n
● Artificial Neural Networks, also known as “Artificial neural nets”, “neural nets”, or ANN for short, are a 

computational tool modeled on the interconnection of the neuron in the nervous systems of the 
human brain and that of other organisms. ANN are network systems constructed from atomic 
components known as “neurons”. Artificial neural nets are a type of non-linear processing system 
that is ideally suited for a wide range of tasks, especially tasks where there is no existing algorithm 
for task completion. ANN can be trained to solve certain problems using a teaching method and 
sample data. In this way, identically constructed ANN can be used to perform different tasks 
depending on the training received. 

● Mathematically, neural nets are nonlinear. Each neuron is a multiple-input, multiple-output (MIMO) 
system that receives signals from the inputs, produces a resultant signal, and transmits that signal to 
all outputs. Practically, neurons in an ANN are arranged into layers. Each layer represents a non-
linear combination of non-linear functions from the previous layer. The first layer that interacts with 
the environment to receive input is known as the input layer. The final layer that interacts with the 
output to present the processed data is known as the output layer. Layers between the input and the 
output layer that do not have any interaction with the environment are known as hidden layers. 
Increasing the complexity of an ANN, and thus its computational capacity, requires the addition of 
more hidden layers, and more neurons per layer.



Definición n+1
● Artificial neural networks consist of simple 

computational units or neurons. Some of these units 
may serve as external inputs or outputs. The remaining 
ones are called hidden neurons. The units are densely 
connected into an oriented graph representing the 
architecture of the network, in which also each edge 
leading from one neuron to another one is labeled with a 
real weight. The absence of a connection within the 
architecture corresponds to a zero weight between the 
respective neurons.



Definición n+2
● An ANN with n layers would compute the following 

function: 

where f1 is the network’s input layer, f2...n−1 are called 
hidden layers, and fn is the network’s output layer. 
During training, f(x) is trained to come as close as 
possible to f∗(x), which is the evaluated ground truth 
for a given problem. These networks are called neural, 
as they are loosely inspired by neuroscience.

f (x )=f n(… f 2(f 1(x)))










